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I. EXECUTIVE SUMMARY

During the period of this contract, October 1, 1986 to October 1, 1990, scientists at
the Marine Physical Laboratory of the Scripps Institution of Oceanography, UCSD, pur-
sued investigations of problems in physical oceanography ranging in depth from acoustic
noise fields at the surface, to studies of low frequency noise fields at the deep sea floor.

The spectrum of scientific topics included ocean measurements of the Newtonian
Gravitational Constant, theoretical studies of internal wave dynamics and investigations of
acoustic questions related to the performance of the SEABEAM bottom-mapping sonar.
While the MPL program emphasized acoustic problems, interactions with geology and me-
teorology were also studied, as well as physical dynamics and oceanic gravimetry.

The diversity of scientific disciplines represented in the MPL scientific staff contin-
ues to produce innovative approaches to the investigation of problems important to the ad-
vancement of Navy capabilities in undersea warfare.
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Surface-generated noise under low wind speed at kilohertz

frequencies
E.C. Shangand V. C. Anderson

Marine Physical Laboratory, Scripps Institution of Oceatography, University of California, San Diego,

California 92152

(Received 11 October 1984; accepted for publication 7 January 1986)

Some experimental observations of the ocean surface under low wind speed conditions, carried
out with the high gain acoustic distribution array, ADA, indicate that bubbles may play an
important role in the noise generating mechanism in this wind speed regime. One of the
mechanisms discussed in the theory is that of bubble collapse in the surface turbulence layer as
first proposed by Furduev [ Atmos. Ocean. Phys. 2, 314 (1966) |. Under typical ocean conditions,
low wind speeds, and the available bubble population data, the calculated noise level agrees well
with experimental results, both in magnitude and in the shape of the spectrum. The spectrum has
a peak in the frequency range of 100 to 1000 Hz and an o»~ ? behavior at high frequencies. Several
geophysical parameters could influence the noise generation. Local wind speed probably controls
the population of bubbles, and swell-induced static pressure variations could play an important
rolein thecritical turbulence pressure for bubble collapse. There seems to be further evidence that
additional structure within the water, perhaps bubble density associated with different water
masses, generates a patch type of distribution on the sea surface in the low wind speed situation.

PACS numbers: 43.30.Lz, 43.J0.Nb, 92.10.V2

INTRODUCTION

For almost haif a century, since the time of Knudsen's
experimental measurements, it has been recognized that the
surface winds play a dominant role in the generation of am-
bient noise in the ocean in the kilohertz frequency region. In
spite of the large amount of research that has gone on in the
interim, the actual mechanisms of noise generation have not
been clearly identified. That is not to say that there has not
been any thought given to the question, Kerman (1984) pro-
vides an excellent review of the work that has gone on in
attempting to identify these mechanisms. He emphasizes
particularly the kilohertz region and wind speeds above the
critical speed, that speed for which the friction velocity ex-
ceeds the minimum phase velocity in the wave spectrum that
lies between the capillary and gravity wave regimes. The
formation of white~aps and the associated bubble excitation
or the occurrence of spray are obvious mechanisms that oc-
cur in the higher wind speed region where waves are generat-
ed with sufficient amplitude to cause rupture and breaking of
the crests. However, for wind speeds below this (approxi-
mately 5.5 m/s at a standard height of 10 m) there is no
obvious noise-generating mechanism, and yet, experimental
measurements of ambient noise indicate that noise does ex-
ist, and is wind speed dependent at these lower wind speeds.

One of the problems in data that has been taken in the
low wind speed case is that in many instances the measure-
ments are contaminated by noise sources other than the
wind generated surface noise. Consequently, the indication
of the dependence of noise level on wind speed in this region
is quite uncertain, For example, Kerman (1984) in his Fig.
2, which is a composite of data from several sources, shows a
third power dependence for low wind speed based on Evans
and Watts (1981) but an indication of a lower power depen-
dence for the other sources. By way of contrast, shallow wa-

ter measurements reported by Wille and Geyer (1984) show
essentially no dependence on wind speed for the minimum
spectrum levels at kilohertz frequencies in the comparable
wind speed region (wind speed below 6 kn).

The diversity of wind speed characteristics is illustrated
in Fig. | where wind speed data from several authors have
been combined. The data are normalized to a reference level

10
NORMALIZED AT 10 m/s
# MORRIS 800 Hz
® PERRONE 1 kHz
S I~ (O WENZ DEEP WATER 850 Hz
0 WENZ SHALLOW WATER 850 H

& ADA BEAM 1.2 kHz
# ADA ELEMENT 1.2 kHe
0|— ®CATO 1 ke

0 WILLE & GEYER 1 kHz

SOUND LEVEL (Normalized dB})

sl Lol Lt
10 10

WIND SPEED (m/s)

FIG. 1. Wind speed dependence of surface noise, various authors: Cato
(1979), Morris (1978), Perrone (1969), Wenz (1962), Will» and Geyer
(1984).




at 10 m/s. The slopes range from u° for Wille and Geyer to u*
for shallow water data from Wenz (1962). The ADA data
come from the same data set as that of Figs. 3 and 4. For this
data set a significantly higher slope, approximately o, is
observed for data from a beam directed toward the surface
which preferentially receives the surface-generated noise,
than for that from an individual element which has a broad
cardioid response directed horizontally and is responsive to
noise sources not located at the surface.

Without some degree of confidence in the power law
dependence on wind speed or some visible manifestation of
the mechznism, it is difficult to ascertain what thereal sound
generating process is.

In this paper we will present some of the clues of an
indirect nature which relate to the low wind speed condition
and also introduce conjectures as to the mechanism or mech-
anisms which could be generating the noise. The wind speed
dependence of the noise intensity given by the theoretical
analysis in the present paper is

I~u® (a=30t04.5).

. EXPERIMENTAL OBSERVATIONS

The two data sets shown here were collected with the
large Acoustic Distribution Array (ADA) illustrated in

AARAY DOME

COMPLIANT SOUND
1SOLATOR MOUNT

4@
@) N

DIPOLE
HYDROPHONE

FIG. 2. Artist’s rendering of ADA, acoustic distnibution array

(] J. Acoust. Soc. Am., Vol. 79, No. 4, April 1086

Fig. 2. This array is described in considerable detail in an
earlier paper (Anderson, 1980). It is an array which has a
planar aperture of roughly 20 by 5 m, filled with approxi-
mately 700 cardioid hydrophone units. Contained within the
pressure case is a digital DIMUS beamformer which filters
and hard limits the set of hydrophone signals and then trans-
forms it into a set of directional beams. These beams cover
one full hemisphere, formatted in subsets of constant eleva-
tion, with shoulder to shoulder beams in each elevation sub-
set covering + 90 deg in azimuth.

The first data set was taken in September 1979 at a very
opportune time when the wind speed changed from an initial
valueof about 2 m/s in a quite linear manner up to 6.5 m/s as
shown in Fig. 3. The hydrophone signals were filtered to a
200-Hz band centered at 1200 Hz. During this run the array
was moored at a depth of about 300 m below the surface in
3600-m-deep water. In Fig. 4 the original beam data have
been interpolated to reformat them into a display that maps
uniform linear displacement on the ocean surface to a uni-
form linear dispiacement in the figure. Thus, a constant ve-
locity track on the ocean surface will appear as astraight line
with the appropriate slope. Two such tracks are identified in
Fig. 4(a) with slope magnitudes of 1.0 and 4.4 m/s.

The top portion of the figure shows the start of the linear
increase in wind speed. In interpreting the data, it should be

ELECTRICAL
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ACCESS
HATCH {2)

THRUSTER {2)

PRESSURE HULL
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FIG 3} Wind speed and direction versus time for data of Fig 4.

pointed out that the array itself was located almost a kilome-
ter away from the surface platform ORB (Ocean Research
Buoy) on which the wind speed sensor was mounted. Thus,
there could be a significant time lag between the wind speed
effect evidenced on the acoustic record and that recorded at
ORB. Further, it should also be noted that the display has
been normalized to constant total power by theinherent nor-
malization of the DIMUS beamformer and by the image
enhancement algorithm used in generating the display from
the raw beamformer data. In the early part of the record the
ambient noise level is quite low corresponding to the very
low wind speed. The sea at this time was glassy smooth.
Three horizontal bands can be seen at the early part of the
record. These are caused by distant shipping noise (beyond
our 40-mi radar range) entering through the sidelobes of the
beams. As the wind speed increases with time these bands
are suppressed by the rising ambient wind generated noise
level.

The features of interest are the diagonal tracks having a
slope comparable to the 4.4.-m/s slope drawn on the figure.
This velocity corresponds to the group velocity of gravity
waves with a 6-s period. One thing is clear, that, whatever
the physical phenomenon, the manifestation as a source of
acoustic radiation undergoes a definite translation over the
ocean surface. This same slope is observed for the remainder
of the record, independent of wind speed, from which we
infer that the 6-s waves would be associated with swell origi-
nating outside of the region of local wind activity. The effect
of wind speed is to increase the occurrence of the noise tracks
until, at the 6-m/s wind speed, they are barely distinguish-
able from a continuum of noise. Another word of explana-
tion for the display: The lack of resolvable wave structure at
the extreme ranges, top and bottom of the display, is caused
by a combination of the reduced sensitivity of the directivity
pattern of the individual cardioid hydrophone elements for
these directions and the larger beam “footprint” on the sur-
face associated with the shallow grazing angle at these longer
ranges.

We consider this record to be direct evidence that am-
bient noise generation in the low wind speed region is gov-
erned by both the magnitude of the local wind speed, and the

968 J. Acoust. Soc Am., Vol. 78, No. 4, Apnl 1986

44 mis

40 MINUTES

4 4s ]
WIND SPEED (m/s)

() - 40 MINUTES

WIND SPEED (m/s)

FIG. 4. Surface nose structure as observed from ADA for wind speeds in-
creasing from 2-6.5 m/s.

roughness of the sea surface, particularly that associated
with the swell which originates outside of the influence of the
local wind stress. This corroborates the findings of other
authors, Wille and Geyer (1984) and Cato (1979), who
concluded that both surface roughness, particularly swell,
and local wind stress influence the noise level in the low wind
speed region. It also shows that a mechanism, or mecha-
nisms, governed by these factors exist for the generation of
surface noise at wind speeds below that at which whitecaps
are formed.

E. C. Shang and V. C Anderson- Surface noise at low wind speed 966




Another data set obtained in December 1980 provides
further insight into the noise generating mechanisms at low
wind speed. In particular, isolated noise bursts were ob-
served indicating that the noise generation consisted of dis-
crete events resolvable in space and time. In this experiment,
acoustic radiation from patches on the sea surface was mea-
sured with ADA suspended in a deep water moor at a depth
of 50-90 m below the surface. In the experiment the beam-
former was configured to focus the array for surface sources
lying approximately normal to the plane of the array. Figure
5 is an illustration of the fine scale acoustic radiation pat-
terns observed in the experiment. The individual traces of
the two waterfall displays represent 50-ms averages of the
rectified beam outputs. The beam data have been interpolat-
ed and enhanced for the display. The fine scale structure is
seen predominately in the central region of the display where
the nearfield focusing of the array is at its best. For the 1.8-
m/s wind speed record the individual events are quite short
in duration, mainly one, or at the most two, scan times. At
3.6 m/s with a lower display gain, the events are of higher
intensity and of longer duration, several hundred millisec-
onds.

At 1.8 m/s the wind speed is below the minimum re-
quired to excite capillary waves. Also, the events are of very
short duration. Hence, the more probable candidate mecha-
nisms at this very low wind speed would be cavitation col-
lapse of bubbles in saturated water below the surface or
bursting bubbles at the surface.

The 3.6-m/s wind speed will generate capillary waves,
and, particularly in light of the extended duration of the
acoustic events, unstable capillary waves or Crapper waves
which entrain bubbles could play an important role here.

Although we have managed to observe these discrete
acoustic events as components of the low wind speed gener-
ated surface noise, additional experiments will be required in
order to obtain synoptic measurements of the physical
events accompanying the acoustic emission.

1. BUBBLE CAVITATION MODEL

In this section, the mechanism of bubble cavitation un-
der the surface is treated with a detailed theoretical analysis.
Undersurface cavitation as a source of noise in the ocean was
first proposed by Furduev (1966). In the intervening 18
years little note has been made of his work until recently
when authors such as Kerman (1984) mention it as a possi-
ble mechanism. One reason that it may have been ignored is
that there is a lack of theoretical estimation of the absolute
level and its relation to the parameters of wind speed and
surface roughness on the one hand, and there is a lack of
observed experimental evidence on the other hand. The
theoretical model which is presented here incorporates:

(1) Sound pressure radiated by the collapse of a vapor/
air bubble derived by Khoroshev (1964).

(2) Bubble distributions given by Novarini and Bruno
(1982).

(3) Turbulence under the surface layer from Kitaigor-
odskii (1961).

(4) Surface roughness statistics given by Longuet-Hig-
gins (1952).

967 J Acoust. Soc. Am , Vol. 79, No. 4, Apnil 1988
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FIG. 5. Short-time averaged directional structure of surface notse observed
from ADA.

The presence of bubbles in the ocean is essential to this
model. There are many sources in nature to supply an ample
population of subsurface bubbles. Here, only surface-in-
duced, wind-dependent bubbles are considered. Small scale
capillary waves, possibly in the form of unstavle Crapper
waves, lead to bubble entrainment. Bubble cloud entrain-
ment has also been observed above a threshold of about 2.5-
m/s wind speed [ Thorp and Humpbhries (1980) }. Probabil-
ity distributions have been measured in situ by means of
acoustics and optics [Medwin (1977), Glotov (1962),
Johnson, Cooke (1979)}, and several authors have given
distribution functions recently [ Crowther (1979), Novarini
and Bruno (1982), Kerman (1982)].

Briefly, the process of bubble cavitation in the surface
turbulent layer is initiated when the turbulent pressure sur-
rounding a vapor-air cavity of sufficient radius (greater
than 10~* cm) is reduced to the Hsich-Plesset (1961)
threshold whereupon the bubble would grow to larger radius
by rectified diffusion. Some of the larger bubbles will be
transformed into a iransient cavity determined by the dy-
namic equation, According to Flynn (1964}, whether or not
a cavity becomes a transient cavity, i.e., one which under-
goes a rapid collapse, depends on the competition in the dy-
namic equation between the inertial function F,, which rep-
resents the portion of acceleration due to the spherical
contraction of the liquid, and the quasistatic function 3,
which is the net pressure divided by the radius. The condi-
tion for this transformation is that the relative maximum
radius on expansion be greater than a critical value during
the pressure fluctuation period. A shock wave will be radiat-
ed as a result of coilapse of the transient cavity. The absolute
noise level corresponding to this phenomenon will be esti-
mated later in the paper.

E C Shangand V. C. Anderson: Surface noise at low wind spaed 967




There are two geophysical parameters playing different
roles 1n the model of surface noise generation. First, local
wind speed mainly controls the bubble entrainment or equiv-
alently the distribution function of the bubbles, and second,
the swell-induced static pressure variations will mainly con-
trol the turbulent features in the surface layer, so these tur-
bulent features will be most strongly influenced by the dis-
tance fetch, wind history and travel time, but not by the local
wind speed.

A. Critical radius of the expanding bubble under
rectified diffusion

The relation between the critical radius of the expanding
bubble and the fluctuating pressure p’ was given by Hsieh
and Plesset (1961):

P =JiPs(1 +2a/R Py~ )", (n

where P, is the static pressure, y is the coefficient of satura-
tion by dissolved air of the water surrounding the cavity, a is
the coefficient of surface tension of the water =72 dyn/cm,
and R, is the critical radius for a bubble expanding by recti-
fied diffusion.

Considering the saturation case for which y = 1, one
gets

R, =1{P,la/(p')] 2)
or, from Bernoulli's law,
R, ={P,las(pV )], (3

where V' is the particle motion velocity of the turbulence
layer.

B. Sound pressure and spectrum from a single
collapsing bubble

The sound pulse radiated by a collapsing bubble is a
function of its radius R and air content of the bubble §:

where the peak pressure P, was given by Khoroshev (1964)
for a vapor-air bubble collapsing:

P,(R,8) = Py(R,,/r)F(8)x 10™*

= Po(KzR /r)F(8) X 107, (5)

where P, is the hydrostatic pressure, R,, is the maximum
bubble radius ( zm) at the moment collapse begins, K as
defined here is the coefficient of expansion (K, = 3-S5, Fur-
duev; K, =2, Flynn); 7 is the measurement distance (m)
from the bubble, and the function F(8) is

F(8) = [(1+36)(1 + 38— 5§'%) 12278, 6
where & is the parameter of the air content. In general it
ranges from 0.002 to 0.1 under typical conditions.

The pulse form S(¢) is an exponential pulse for a vapor-
ous bubble observed by Harrison (1952) experimentally.
Owing to the fact that the bubble is beneath a free surface,
and taking into account the reflection effect, S(f) can be
modeled by an approximate pulse shape (Furduev, 1966)

S(1) = Ae="'/"sinh(mt - 8), (7)

where the three parameters 4, 3, m are determined by the
physical restriction

968 J. Acoust. Soc. Am., Vol. 79, No. 4, April 1988

1

A = 1/sinh( ~mr)), forS(0) =1, (8)

B=mr, forS(r,)=0, %

m= l tanh( B), for f S(1)dt =0, (10)
To (]

m<\1/r, forconvergence. (1

From Eq. (10) we get
7o = 7,[tanh(m7 )/ mr, | <1, (12)

Thus, we must have 7,<r,; and if the parameter m in the
model is chosen to keep the convergence rate not too much
slower than 1/r,, we have mr,<1; then from Eq. (10) and
Eq. (12) we get

To==T (13)
and r, is given by
r,=2D /e, (14)

where Dis the effective depth of the bubble population und ¢,
is the sound speed in water.

Although 7, and 7, represent two physically different
parameters—one being the decay rate of the cavitation im-
pulse and the other representing the travel time delay
between the direct and image paths, the times are compara-
ble as pointed out by Furduev and they have been set equal
for convenience here.

From Eq. (7), the frequency spectrum of the radiating
pulse is

]

S = .
@ [(2“’/7'0)2-*- (/7 -mz_.mz)z]uz

(15)

There is a peak at w,,,,*

Wpey = 1/Tqcosh(mr)) = 1/7,. (16)
The spectrum peak value is given by

S Omar) = e/ (20mas /70) = hra=dr,. an

C. Pressure pulsation, surface layer turbulence, and
surface roughness

In spite of the large body of knowledge about turbulence
in pipes, in boundary layers'near solid walls, in jets, and in
the atmosphere, unfortunately little is known about turbu-
lence in the ocean (Monin, 1977). Apparently surface waves
play a particularly important role for the upper ocean layer
turbulence. The disturbed sea surface can be regarded as a
moving random surface. The random surface waves induce
in the upper ocean layer a random field of wave motions,
which can be described by a model calied *'turbulence waves
of large amplitude” by Kitaigordskii (1961). Such a “turbu-
lence wave’ motion was characterized by an average orbital
velocity #,,, superimposed by rando.a turbulent pulsation
of different scales:

V=T, +0v° (18)

and the average orbital velocity i, was given by Kitai-
gordskii (1961):

Gpo~Hoe %, (19)

where H is the average wave height of the large amplitude
surface waves, @ is the average angular frequency, and X is
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the average wavenumber. The Reynolds number of the aver-
age motion is
R, e il /¥, (20)

where v is the molecular viscosity coefficient of water
{v = 10~2(em)?¥/s}. For a typical real condition the magni-
tude of R, .. i$

R, qave =10%-10", 2n
So, the criterion for turbulence generation
Rrwlvc >R¢cr~3(m (22)

is satisfied by a large margin.

Measurements in shallow water (Bowden and White,
1966) indicated that the random component which is super-
imposed on the orbital component is approximately 20%.
Thus, the pressure pulsation is mainly contributed by the
periodic orbital motion, specified by the average wave height
H. Here, H can be regarded as one of the parameters of the
surface roughness.

For a random sea surface, the statistical description was
given by Longuet-Higgins (1980). If the sea surface is as-
sumed to be the sum of many sine waves in random phase,
and if the frequency spectrum is sufficiently narrow, then the
wave amplitudes (a wave amplitude is here defined as one
halfof the height of a wave crest above the preceding trough)
are distributed according to a Rayleigh distribution. That is,

he probability P that the amplitude H of any given wave
exceeds the value H, is given by

P(H,) = expl — 2(H\/H,,3)%] (23)

or
P(H)) =exp( = H /%), (24)

where H |,y is the significant wave height, and o is the rms
wave height. In the derivation of this law it was implied that
the sea suriace slopes were sufficiently small that the compo-
nent waves could be linearly superposed and hence that
there was no correlation between the phases of the different
Fourier components.

Obviously, under the low wind speed condition, the sur-
face roughness influencing the orbital movement is mainly
due to swell, not the wave height of “sea” induced by the
local wind (because K 2,,, > H 2, ). So, for the model of sur-
face noise generation, under low wind speed, the parameter
H will be considered approximately as

17:’7‘“" (25)
and the orbital velocity at the upper layer in Eq. (19) is
(26)

In addition to this orbital velocity it should be noted that
there will also be a drift flow at the surface produced by a
direct action of the wind.

Uopy = Hyuent * Dyt

D. Estimation of noise level

For the estimation of the noise field produced by the
bubbles distributed under the surface, the interaction
between bubbles is neglected and energy summation is as-
sumed. The resuiting noise level spectrum can be written as
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Hw,R,) =Q(R,) jf K;n(R.2)
v IR,

X [P4S(0)]*D(&dr dv, n
where (R, ) is the collapse formation frequency for bub-
bles having a radius greater than R, , K. is the percentage of
the bubbles that can be transformed into a transient cavity,
7(R,z) is the bubble distribution function, P, is the peak
pressure radiated by a transient cavity, given by Eq. (5),
S(w) is the spectrum of the radiated puise, given by Eq.
(15), and D(8) is the directivity function of the bubble radi-
ation. Because of the proximity of the free surface, D(8) isa
dipole,

D(0) = cos?(9), (28)
where 8 and the element volume of integration dv are shown
in Fig. 6, and dv is given by

dv =2l dl dz = 2rrh ? sec®(8)tan(6)d6 dz. (29)
Substituting Eq. (29), Eq. (28), and Eq. (5) into Eq. (27),
and completing the integral with respect to 8, we get
Ia,R,)

=n<R,)rrf f (Kr K2)(R2) [PFS) |
r, Jo

XSUw)R¥X 10" '*dR dz, (30)

where R is in zm. For simplicity, and because we have no
knowledge of the dependence of K, and K, on 7 and u,
(X K1) is considered as constant. Then we get the peak of
the spectrum,

HaR,) = QR )m(Ky K1) [PF(6))°S (w)

xlO"’f J 7{(R2)R *dR dz. a1
r, Jo

A bubble distribution function given by Novarini and Bruno
(1982) will be used:

7(Ruz) = 8.6X10°R ~**(u/6)% exp( ~ 2/D), (32)

where u is the wind speed in knots and D is the bubble-layer
thickness in m that is wind speed dependent.

Since we are interested in larger bubbles and lower wind
speeds, in view of reduced turbulent entrainment forces and
larger bouyancy forces, the decay with bubble size may be
more rapid. For simplicity, we take

N(Ru,z) = 8.6 X 10°R ~(u/6)? exp( ~ z/D). (33)

RECEIVER

FIG. 6 Geometry for integration of surface nowse
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Substituting 2q. (17) and Eq. (33) into Eq. (31), and com-
pleting the integral with respect to R, and z, we get

I@,R) = 33X 107Ky KDIQ(R,) [PF(6) ]}

X713 (u/6) DR (34)

As analyzed above, the critical radius R, of the cavitating
bubble is dependent on the geophysical condition of the tur-
bulence in the upper surface layer due to swell. From Eqs.
(3), (18), and (19), if the given swell is specified by wave
height A and circular frequency w,, we get

R, ={[Pu/p’(Hw,))]. (35)
Taking account of Eq. (23), and the theory given by Rice
(1945), the formation frequency 2 is given by

H ’] P RAVAL/ANS
FI) ( Ss EC/df

where E( /') is the power spectral density function of the
surface wave process. _
If H is considered as the average wave height /, then

N = expl — 2(H/H,;5)* 1(&/2m) = 0.46/T.

QH) =exp[ —-2( , {36)

(31
Substituting Eq. (37) into Eq. (34):
H@uH) = (1.52X 10~/ (Ky K1) [PF(5) ]2
X3 (u/6)'D [R.(H®)]~2 (38)

Now, we may make a quantitative estimation for the abso-
lute level under typical oceanic conditions:
wind speed: u = 6 kn,
typical swell parameters:
H=23m,
T=94s,
effective bubble layer: D =0.2 m,
coefficient of expansion: K5 = 2,
coefficient of transient transformation X, = 0.2,
parameter of air content: § = 0.1.
From Eqgs. (14) and (13):

ry=To=2D/Cy=026X10~"s. (39)
80
e == ESTIMATED NOISE
LEVEL AT § XNOTS
/___ — WENZ 11962)
S Shn -~
50—
3,
§~
2 o
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£3
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10? 103 0!
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FIG. 7. Comparison of estimated noise spectrum with Wenz's data.
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From Eq. (16):
D=1/r, = 3.8 10%rad/s,
JS=612Hz.
From Eq. (6):
F(6) =63,
[P,F(8))? = 3.9% 10",
From Eq. (37):
R (H,5) = 1700 um. (42)
Substituting all the above quantities into Eq. (38), we get
NBuH) = [(1.52X107)/THK KL)
X [PoF(8))* 72 (u/6)*DR -?
= (0.16X 10-°)[0.8][3.9x 10"}
x [0.26 X 10~2][0.2](1700) -2
=0.07 W/m’/Hz

=~ ~ 47dB re: | dyne/cm?/Hz. (43)

The result is demonstrated in Fig. 7. The absolute values
computed above are near the 5-kn wind speed curve of Wenz
and both the shape of the spectrum and the location of the
maximum are in good agreement with his data.

The wind speed dependence of / given by Eq. (38) isup
to ~ (1)2D(u). Unfortunately, it seems that there is not a
very clear expression of the wind speed dependence avail-
able. Novarini and Bruno (1982) suggested

D{u)~U??
and Crowther (1979) suggested

D(u)~U'®.

So, in the present paper, the power law of the wind speed
dependence of  will be described as:

I~U" (a=30-4.5).

(40)

41

il. BURSTING BUBBLES AS SOUND SOURCES

Another possible mechanism for sound generation by
bubbles is the rupture or bursting of bubbles on the ocean
surface. The nature of the radiation from a bursting bubble is
readily computed. We begin with the internal overpressure
for a bubble on the surface which is given by

Ap=2TnD/(7D?/4) =4T /R, (44)

where R is the radius of curvature of the double-surfaced
upper bubble wall. This pressure is balanced by a combina-
tion of the differential hydrostatic head associated with the
lower surface of the bubble and the upward force created by
the surface tension 7" of the water at the lower boundary.
When the upper wall ruptures, the dimple left at the water
surface provides a decaying step function restoring force
over the depressed area.

The basic sound source of the breaking bubble then is
modeled as an initial pressure step function of magnitude Ap
acting over a circular area approximately equal to 7R ?at the
pressure release boundary of an infinite half-space. The
boundary conditions match closely the solution of a vibrat-

E. C. Shang and V. C. Anderson: Surface noise at low wind speed 970




ing sphere in free field. The free field model is appropriate
because the plane of the surface, normal to the motion of the
sphere, is a plane of zero acoustic pressure corresponding to
the pressure release of the air/water interface.

From Morse (1948), the radiated intensity from a di-
pole sound source or vibrating sphere, assuming that the
source is very small compared to a wavelength, is given by

' pa® Ul cos? (8)
c'r
In order to determine a value for u,, from the driving pres-

sure p, we use the expression for one-half of the impedance of
the sphere, also given by Morse for ka ¢ 1:

l
Y ~— . 45

Z, = F/ug>~ — i(u/2)3m p,a’). (46)
The force F is equal to Apra?, thus

Uy = — I0p/iv pp = i(3Ap/pcka). 47
Combining Eqgs. (45) and (47), the radiated intensity is then

Y =3[ (ka)a’Ap? cos?(6)/7 pic). (48)

Now, assuming the pressure impulse to be approximated by
an exponential step function, Ap(r) = Ap(0)e~*'", Ap?
would have a pressure spectrum proportional to 1/w®. Then
the spectral shape of the radiated intensity wiil be

Y(w) < (1/p)[a* cos’(6)/c*F], (49)

which represents a flat spectrum with no frequency depen-
dence.

It is apparent that this bursting bubble model does not
match the conventional Knudsen spectrum shape for wind
noise in the kilohertz region, but it is still a viable candidate
for the extremely low wind speeds under 2.5 m/s where no
capillary wave action is produced, and when swell condi-
tions are low. Because of the scarcity of uncontaminated
measurements of wind generated noise in this extremely low
wind speed regime, there is a question as to whether or not
the conventional w =7 spectrum is valid for this regime. For
example, the limited data from Wenz (1962) in his Figs. 2
and 3 for 2-kn wind speeds do hot support an @ =? slope in
the 10°- to 10*-Hz region.

. Theanalysis shows that the signatures of collapsing sub-
surface bubbles and surface bursting bubbles are distinctive-
ly different. If close range wideband acoustic measurements
can be carried out it should be possible to identify the events
from the distinctive character of their respective acoustic
signatures.
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ABSTRACT

A new investigation is made of internal wave generation by surface waves. Previous theories are put into a
unified form that includes a model of surface wave damping. Calculations using the complete theory, which do
not seem 10 have been made previously. indicate that for wind speeds between 7 and 26 m s™! the internal
wave field Joses about 107 W m = (0 the surface wave field. This would lead to a decay ime of about 10 days
for the high frequency portion of the internal wave field if an energy source were not available to maintain it.
Possible sources for this energy are discussed. In contrast to this result for wind waves, a strong, highly collimated
ocean swell can lead to rapid growth of high frequiency internal waves. The effects of nonlhinear surface wave

modulation and wave blocking are also discussed.

1. Introduction

According to the model of Garrett and Munk
(1972a). the nominal energy in the internal wave field
is about 3 kJ m ™2, Except for local variations this ap-
pears to be more-or-less steady, which has led to the
view that generation and dissipation mechanisms bal-
ance each other. Garrett and Munk (1972b) estimated
from turbulent fluxes that the dissipation rate for the
internal wave (1W) field is in the range of 10> W m 2,
Dissipation rates for small scale turbulence (assumed
to be fed by internal waves) observed, for example, by
Garget et al. (1981) and by Osborn (1978) imply dis-
sipation rates in the range of 1073 to 107* W m™2.
Vertical fluxes of IW energy observed by Leaman and
Sanford (1975) and by Leaman (1976) are also in this
range. These rates suggest that the IW field would decay
in 10 to 100 days if it were not maintained by external
sources. Further observations by Lueck et al. (1983),
by Greggetal. (1986), and by Gregg (1987, 1989) lead
to estimates of about 50 to 100 days for the IW decay
time,

Theoretical calculations of turbulent fluxes within
the IW field by McComas (1978), McComas and
Muller (1981), and Pomphrey et al. (1980) predict
dissipation rates in the range of 107 t0 10™* W m ™2,
Careful predictions by Flatté et al. (1985) give values
toward the lower end of this range, in agreement with
Gregg (1989).

A number of plausible mechanisms have been pro-
posed for the generation of internal waves. Bell (1975)

Corresponding author address. Dr. Kenneth M. Watson, University
of Cahforma, Sah Diego, Marine Physical Laboratory, Scnipps In-
stitution of Oceanography, San Diego, CA 92152-6400.

has suggested that large scale flow over topography can
be a significant source of IW energy. Bell (1978) has
also concluded that inertial oscillations of the upper
ocean can generate internal waves, Kanthu (1979) has
investigated mixed layer turbulence as a generation
mechanism. Mesoscale flow as a source of I'W energy
has been studied by Watson (1985). Each of these
mechanisms appears able to account for much of the
energy in the IW field.

Striking visual evidence of the interaction of internal
waves with surface waves has been often noted (for
example, see Hughes and Grant 1978; Phillips 1973;
Hughes 1978; Apel et al. 1975; Curtin and Mooers
1975; Fu and Holt 1984). This interaction has led to
a number of calculations of the rate of generation of
the IW field by surface waves.

Theoretical models for a “*wave triad” consisting of
two surface waves and one internal wave have been
developed by Ball (1964), Thorpe (1966), and Brek-
hovskikh et al. (1972). Energy transfer occurs when a
frequency resonance condition is met,

Calculations of the transfer of energy from a surface
wave (SW) spectrum to internal waves have been given
by Kenyon (1968), Watson et al. {1976), Oibers and
Herterich (1979), and Dysthe and Das (1981). Kenyon
used a constant N (i.e., Viisild frequency) profile. Ol-
bers and Herterich chose N to be constant in a pre-
scribed depth interval and to vanish outside this inter-
val. Dysthe and Das (1981, hereafter DD) assumed N
to vanish outside a thin thermocline region. Watson
et al. (-1976, hereafter WWC) chose N to vanish in a
mixed layer, below which they used the Garrett-Munk
(1972a) exponential scaling.

Olbers and Herterich (1979) made use of the spectral
transfer equations of Hasseimann (1967). They con-
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sidered a mechanism of “spontaneous creation™ by
which pairs of surface waves generate internal waves.
This mechanism does not require that internal waves
be initially present. Dysthe and Das describe another
mechanism by which a weak IW grows (or decays)
exponentially through interaction with a pair of surfa.e
waves. They refer to this as “*‘modulation interaction™
or *‘modulational instability.”

Olbers and Herterich (1979) concluded that the
transfer rates for the sponraneous creation mechanism
are relatively insensitive to the detailed form of the SW
spectrum. but are sensitive to the wind speed. A large
Viiisiild frequency, a thin mixed laver. or strong winds
were required to give significant IW growth rate, how-
ever.

Dysthe and Das performed calculations for only a
narrow band SW system. They concluded that the en-
ergy rate for modulation interaction mechanism is very
sensitive to the form of the SW spectrum and that a
very narrow angular spread is required to give signifi-
cant growth rates of the IW amplitudes.

The mode coupling equations of WWC were ex-
pressed in the form of Hamilton s equations. They ob-
tained an analytic expression for the IW growth rate
using a “locked phase assumption.” This gave a sig-
nificant energy transfer rate. but because of the locked
phase approximation could be considered as only an
upper limit on the IW growth rate. Watson et al. also
performed a numerical integration of their equations.
This was criticized by Olbers and Herterich (1979) as
ignoring the detuning effects of SW dissipation pro-
cesses. Because of computational limitations. WWC
chose a narrow band SW spectrum similar to that
shown by DD to give high energy transfer rates.

The conclusions from ine.e calculations has been
that SW-IW interactions cannot account for the energy
needed to maintain the IW field. It appears however
that, although the theory has been well developed, de-
tailed calculations of the SW-IW energy exchange have
not been made. Studies have not been made that in-
clude simultaneously both the spontaneous and mod-
ulation mechanisms, nor have comparisons of the rel-
ative importance of these been given,

The purpose of this paper is to provide such calcu-
lations that include both the modulation and the spon-
taneous mechanisms and to do these for environmental
conditions of physical interest. In contrast to what has
sometimes been expected, we find rather rapid energy
transfer rates, but predominantly a transfer of energy
from the IW field to the SW field.! This transfer of
energy is significant, however, only for the long vertical
wavelength IW modes having frequencies greater than
about a tenth of the upper ocean Viisilid frequency.

! We emphasize that our present calculations do not disagree with
other calculations of which we are aware. The pertinent calculations
seem not to have been done before.
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In this band and for wind speeds in the 7to 20 m s ™"

range the predicted time for IW decay is a few days.
Expressed differently, for a Garrett-Munk spectrum
the power delivered to the SW field at the expense of
the IW field is about 10~* W m ™2, This is not of course
a significant energy source for the wind waves, but (as
we shall discuss later) it does raise a question as to the
source for the IW energy in this band.

For a wind increasing above 15 m s~' there is a
tendency in some spectral domains for transfer of en-
ergy to the IW field. although at even 20 m s~ the net
transfer is to the SW field.

The theories of WWC, DD. and Olbers and Herter-
ich (1979) are described (without derivation)? in sec-
tions 2 and 3. An innovation in the present work is to
take account of surface wave dissipation. This dissi-
pation broadens the triad resonance condition of the
previous theories. This broadening has some numerical
impact, but does not significantly change our conclu-
sions. The calculations described in the paragraph
above are presented in Section 4. In Section 5 we show
the implications of some calculations of IW generation
by ocean swell, which can effectively stimulate IW
growth. Finally, in Section 6 some implications of
nonlinear SW modulation are described.

2. Notation and ocean model

In this section we shall review for later use certain
properties of linear surface and internal waves (for a
more detailed description of the linear wave fields see,
for example. Phillips 1977). Where appropriate, we
will follow the notation of WWC,

Capillary waves will be excluded from our model.
Characteristic [W frequencies Q are assumed to be
small compared to frequencies w of the interacting SW
field. but much larger than the inertial frequency. Sim-
ilarly, horizontal IW wavenumbers K are assumed to
be small compared to wavenumbers & of the SW field:

Q<w
K < k. (2.1)

The undisturbed surface of the ocean is assumed to
coincide locally with the plane =z = 0 of a rectangular
coordinate system. The ocean bottom is assumed to
coincide with the plane z = —~B,,. The Viisili frequency
N(z)is assumed to vanish in a mixed layer of domain
—D < = < 0. It will be supposed that D is large enough
that surface wave currents can be neglected forz < - D.
Specific models for N(z) in thedomain — D> -> -8B,
will be introduced when calculations are presented.

Following the notation of WWC, for /inear internal

* A very simple derivation of the energy transfer resulting from
the modulation mechanism 15 given Section 3, using arguments of
energy conservation.
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waves we expand the vertical component of velocity
in the form

wix, 2.0 = 2 3 M x(OW,k(2). (22)

K

The sum on K represents a Fourier expansion in
some conveniently chosen rectangular Area 4,. The
symbol j labels vertical mode numbers. The vertical
mode function W’ (=) is obtained from the equations

Woalz) = Ksinh(Kz), -D<z<0,
Wik(z) + KXANYQ = )W, =0,

-B,<z-< =D (2.3)

where B = d*1'/d=* and Q is the angular frequency
of the mode (;. K). At the ocean bottom we have the
boundary condition

Woa(=By) = 0.

The rigid-lid approximation has been used to give the
boundary condition at = = 0in (2.3). Olbers and Her-
terich (1979) have discussed the validity of this and
the Bousinesq approximation for the present applica-
tion. We have used their analysis to explicitly verify
the validity of these approximations for the parameter
ranges used in our calculations. For linear waves we
have the relation

“.{}.K = _QZ(J' K)AJ'K

where A = d*A/dr*.
We shall encounter the integrals

(2.4)

R NIW,v,KW,,Kd: = 5J_J'V/_KN02/B.
=8

(2.5)

Here N, and B are convenient scale parameters for N
and for the vertical scale of stratification, respectively.
The quantity V, x above is dimensionless. It will be
seen to represent a kind of IW inertial response to SW
driving,

The horizontal component of the IW current is

u(x, z,t) = 2 iKAKW, e'® X /K2, (2.6)
LK
!t is convenient to write
iK',y = % [0(y, K) exp(—iQ(j, K)?)
= U*(j, -K) exp(iQ(Jj, K))}. (2.7)

Then at the surface - = 0 we may use (2.4) to express
(2.6) in the form

U(x, 1) = 2 K[U(j. K) exp(i(K-x = Q1))
..K

+cc]/2. (2.8)
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The internal wave energy/unit area in the mode (j,
K)is
- - poNo*V, x
E(),K) ——LZBQsz

where po is the density of sea water (say, in the mixed
laver). The spectrum of internal wave energy £,(/, K)
is obtained from (2.9} as

. 2
Udj, K)i o (29)

fE,(j. K)d*k = 3 E.(j. K). (2.10)
K

The corresponding action/unit area is
F(;.K) = E(j. K)/Q. K). (2.11)

For the calculations to be given later we shall need
a model for E,. for which we take. unless specified oth-
erwise, the venerable Garrett-Munk spectrum of Munk
(1981). Since we are interested only in IW frequencies
much larger than the inertial frequency. we write this
as

0.013p0No*£0°)
2rK3(1 +j2/9)

valid for KB » fomj/ Ny, where f; is the inertial fre-
quency. We recognize that (2.13) does not always de-
scribe very well internal wave observations in the upper
ocean (see Pinkel 1985). We do not think, however,
that our conclusions are sensitive to details of the IW
spectrum.

For linear surface waves we write the vertical dis-
placement and velocity potential at z = 0 in the form

f(x, 1) = = [Bee™ ¥ = c.c.]/(2iVpoVi),
k

E(j.K) = (2.12)

d(x, 1) = T VI/(200) [Bie™* + cc]. (2.13)
k

Here V. = Vch is the surface gravity wave phase speed.
The surface wave spectrum of action/unit area is F;.
This may be obtained from (2.13) using the Wigner
(1932) relation

fdszs(x» k,1) = 2 X " *(Byu2BE-12)
PR
(2.14)

where () represents an ensemble average over many
realizations of the SW field. The corresponding SW
energy spectrum is

Es(x7 kst)=kaS(xv k»’) (2~15)

where wy = Vy( is the angular frequency corresponding
to wavenumber &,

It is convenient to introduce an ambient SW field
for which we can use one of the current equilibrium
models. We shall denote the action density spectrum
for this ambient field by F,(k). The ambient spectrum
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of vertical displacement ¥, is expressed in terms of the
action density with the relation

Fa(k) = poViWa(k). (2.16)

The ratio of the actual to the “ambient” spectrum rep-
resents the SW modulation M:

Fi(x, k, t) = M(x. Kk, t)Fa(k). (2.17)

We shall see in the next section that for the modulation
mechanism it is M that can be considered as the driver
of the IW field.

For the calculations presented in this paper we shall
use the wind wave spectral model of Donelan et al.
{1985) and Phillips ( 1985):

Y, (k) = S(k)G(H - 6,). (2.18)

Here @ is the angle of the vector k with respect to the
direction of K and 8, is the corresponding direction of
the wind vector. The function S is

o oo

k3"\/k_. '

I' = 0.6(ke/k)> — 0.5exp[—1.2(1.2Vk/k, — 1)*],
ke = g/W?3 A=3X1073, (2.19)

S(k) =

and W is the wind speed. The “‘spreading function™ of
Donelan et al. (1985) is

G0 —0,)=osech’[a(# — 6,)]/2. (2.20)
The Donelan model used for the parameter ¢ is

2.9(ko/k)07, for kik, <4
g = (2.21)
1.2, for ki/ke> 4.

We shall also consider a “‘collimated” model for
which

(2.22)

Our calculated results will be seen to be rather sensitive
to the spreading function used, but do not seem very
sensitive to modest changes in S. Omitting the *JON-
SWAP peak enhancement” in (2.19) or using a k~*
spectrum in the equilibrium range does not modify
our results significantly.

g=8.

3. The interaction between surface and internal waves

In this section we shall present the equations that
descnibe the response of the IW field to SW forcing.
The derivations given by DD and WWC lead to equiv-
alent results for the modulation mechanism, which we
now quote without derivation. ( Since the form in which
we express the modulation mechanism is somewhat
different from that given by WWC and DD, we show
in the Appendix how to obtain this specific form using
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expressions derived in WWC.) A very simple derivation
is given at the end of this section, however, for the
transfer of energy between the IW and SW fields, as
implied by the modulation mechanism.

The equations of Olbers and Herterich (1979) de-
scribing the spontaneous model are also quoted in this
section, re-expressed in the present notation.

The SW and [W fields are treated as linear, except
for the coupling between them. This coupling is as-
sumed to be weak in the sense that the linear wave
frequency Q is large compared to the evolution rate of
the amplitudes L'( j. K):

Qs |U/0. (3.1)
The nonlinear coupling is evaluated in lowest order as
a triad wave interaction. A typical triad from a field of
interacting waves would include two surface waves of
wavenumbers k and k' and an internal wave of mode
(/. K). Energy exchange among these waves occurs
when a resonance condition is met:

k- k' =K.

wp = wer = Y, K). (3.2)
Higher order resonances. involving harmonics of the
linear wave frequencies, can also transfer energy. When
condition ( 3.1) is satisfied. we do not expect significant
transfer rates from these higher order interactions. We
shall see that SW relaxation mechanisms can lead to
more general conditions than (3.2) for energy ex-
change. however.

Because of the conditions (2.1) we may rewrite the
second equation above as

c(k)-K = ¢, (3.3)
where ¢, = /K is the IW phase velocity and cg is the
SW group velocity. This is the condition that the com-
ponent of SW group velocity parallel to K match the
IW phase velocity. An obvious generalization of (3.3)
is the expression

[ce(k) + Ul-K =¢,. (3.4)

As will be discussed in more detail in Section 6, (3.4)
is the condition that an overtaking SW will be turned
back, or blocked, by the IW generated surface current
U. In the case of sufficiently weak interactions (3.3)
and (3.4) are equivalent (recall that | U{ must be sig-
nificantly less than ¢; if the IW field can be treated as
linear). The relation (3.4) leads us to anticipate that
SW blocking plays a role in the energy transfer between
the two wavefields.

The derivations of the modulation mechanism given
by WWC and DD lead to an expression for the rate of
change of the IW current amplitude introduced in
(2.9):
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L ([ QKB J' f X
U@y K)=- d*kk
(j ) I(NO POLIA)

Xexp[—i(K:-x - Q)]F(x,k, ). (3.5)

Here .4y is the rectangular area within which the Fourier
expansion (2.4) was introduced. [ As noted earlier., we
show in the Appendix how Eq. (2.29) of WWC may
be transformed into the form used here.] We may re-
write (3.5) using the modulation function M of (2.17).

1
Cy.K) = i(-—g,if—)x-fdlkk fdz.v/.-lo
No“pol.x o

X exp[—i(K+x = Q][ M(x. k. ) = 1]F (k).
(3.6)

This shows explicitly how modulation of the SW spec-
trum is required to excite the [W field.

The rate of change of the IW energy is obtained from
(2.9)and (3.5) as

E(,k)=i ( ) fdkkf——ﬁ(x k.1)

X QU exp[i(K-x - Q)] —cc]. (3.7)

Using the condition (3.1) and (2.10) we can put this
in the compact form

En = Z El(ja K)

2K
2
~ -f dzkk-f%fi)(x,zm(x. k,1). (3.8)
0

To continue, we need a model or a prescription for
calculating F;. There are several possibilities: 1) The
IW field surface current can modulate the SW field.
An equation from which to determine F; from U will
close the system, permitting U and F; to be calculated
simultaneously. This is the approach used by DD and
by WWC (with their analytic calculation). 2) The SW
modulation may be determined by external environ-
mental factors. This might be due to wind variability
(for example, see Gill 1984 ), spatial variation of swell,
Langmuir circulation, etc. An example, assuming a
modulated ocean swell, will be described in section 5.
3) Modulation can also result from random statistical
fluctuations of the SW field.

To describe the first of these n.odulation poss:bllmes
we shall adopt a simple, often used model that takes
account of the inequalities (2.1). In the ray path ap-
proximation we can write (for example, see Hassel-
mann [968)

P + XV, + k- Vi [F(x, k, 1) = S(x,k, 1). (3.9)
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Here
x=ViH, k=-V.H,
H=uw +k-U. (3.10)
The source term S is often expressed as
S=8y+ S+ Sa (3.11)

where S,; represents nonlinear SW-SW interactions
(Hasselmann 1967 or 1968). S, represents wave ex-
citation by the wind. and S represents wave damping
due to viscosity.

Equations (3.9) and (3.11) are overly complex for
our current study {see, however, van Gastel (1987),
who investigated SW modulation using this full set of
equations for capillary waves]. so we shall adopt a
model for S introduced by Hughes ( 1978) and by Phil-
lips ( 1984). We set

S = =B(k)F;s — Fu), (3.12)

which is the form of the Hughes and Phillips models
when | F, — F,| < F,. The non-negative constant 3
used in this paper is that deduced by Watson (1986).
His calculations may be scaled in the approximate form

B(k) = wi exp(—~G(p)),
p= W/Vk)
14.5C(p)
I, if p<15,
- 3.13)
coy={ 5 . (
5= 10" if p>15.

When the action source term Sin (3.9) is negligible,
we expect the total energy of both wave fields to be
constant, (The Hamiltonian formulation of WWC as-
sures energy conservation when there is no SW damp-
ing.) To verify this, we write

G =

2
i-’ffdzla.;,([a%+>'<.v,‘+1'<-v+k-vk F, =0,
0
or
. x50
E, + - A*[(%+ Vi + k- Vi) (wk X Fy)
1]

- F,(Viax)- k] =0
Then

2
E, = fg—xfdzkk-cg(k)f;. (3.14)
Ao

Now

kecg = —¢, V(U k) =~ k- U,
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where we have made use of the condition (3.3). Thus
(3.14) becomes

E = fd’x/Aofd’kk-UF,(x, k,t) = ~E,.
(3.15)

The last form follows from energy conservation. In ob-
taining ( 3.15) we have made use of the condition (3.3).

We see that this provides an alternate derivation of
(3.8). When SW damping is significant. (3.15) remains
valid for the IW energy rate, but an additional term is
added to the SW energy rate of change.

Equations (3.5) and ( 3.14) describe the response of
the IW field to a modulated SW field. When this mod-
ulation is driven by the IW field. (3.9) may be used
(this is the case explicitly considered by WWC and
DD. who did not include SW relaxation. however) to
close the set of equations.

Olbers and Herterich (1979) presented calculations
using the *‘spontaneous creation” mechanism. (We use
this term since internal wave energy does not have to
be present for this process to work.) The rate at which
the IW field receives energy from the SW field, as ob-
tained by Olbers and Herterich (1979), is

0L, (J, K)) 41ragpoNo
at

Qfdzk(k 21k)y¥,(k)

X W (k' )o(wy — wy-— 2). (3.16)

Here the x-axis has been chosen as the direction of the
vector K and k' = k - K, € = Q(y. K). The dimen-
cionless quantity « is

_ (9KB/No)*
Wk

where V, x is given by (2.7).

In the next section we shall present calculations of
the energy exchange between SW and IW fields using
(3.5) and (3.9) for the modulation mechanism and
(3.16) for the spontaneous mechanism. In Section 5
we discuss IW generation by a naturally modulated
ocean swell. Finally, in section 6 we investigate the
case that the SW field is strongly modulated by a packet
of internal waves.

(3.17)

4. The case of weak modulation

When the IW surface current is sufficiently weak we
may linearize (3.9) in U. In this case there is no cou-
pling among the modes and it suffices to consider only
a single IW mode, say (J, K). We may take X parallel
to the x-axis and write

U 1) = i[O()e™ + c.c)/2, (4.1)

where i is a unit vector parallel to the x-axisand £ = x
— ¢;t. We shall also omit writing the (Jj, K) label on
U, etc., except where it is needed for clarity.
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The distortion in F, due to the IW current is

F’(E, kv [)‘ FS - Fa. (4.2)
and the linearized form of (3.9) is
0 g U
[& (¢x c,)a—E}F k. 3% ok, BF' (4.3)

where ¢, is the x-component of ¢,. It is convenient to
introduce positive and negative frequency parts of F'
in (4.3)

F' = [H(k.)e™ + c.c.]/2.
so (4.3) becomes

9 e — enly = i O

=+ B+ iK(e, c,)]H— iRk ST (49)
Equation (3.9) for U can now be expressed as

% = —[iaNy/(KB po)]fd kk.H, (4.5)

where the dimensionless quantity « is given by (3.17).

We may suppose that C and H evolve from initial
values ('(0) and H(k, 0) at time ¢ = 0. An explicit
solution to (4.4) and (4.6) is then readily obtained
using a Laplace transform.

L—'=f e~ "Cdt,
(1]

H= f e Hdl.
o

For the quantity U we find
[p — a/1U = C(0) = i[aNy/(KB*po)]

X J‘dzkk‘H(k. 0)/[p + B+ iK(eo — ¢p)], (4.7)
with

d*kk, 2 [Vk\I’ (k)]

= (No/Bz)f (4.8)

+ ﬁ + IK(CX - C[)
Here ¥, is the SW displacement spectrum (2.18).

The free response of the system is obtained from the
equation

p=al (4.9)

It will be seen that | p| is sufficiently small that the
term p can be dropped in the denominator of (4.8).
Also we need calculate only the real part of (4.9), which
is then

Re(p) = (aNovr/Bz)de'(kx [Ek_[Vk\y (k)]]

X A[K(¢x — ¢)] (4.10)




SEPTEMBER 1990

where

_ B/
BT+ K-t (&1

When g is much less than Q.
A[K(ey = ¢)] = 8[K(c, = ¢1)]. (4.12)
To be compatible with ( 3.16) we shall replace (4.10)
by

vm = 2 Re(p) (4.13)

describing the rate at which IW energy grows. Olbers
and Herterich ( 1979) also obtained, but did not discuss.
a result equivalent to (4.10) and (4.12).

The mean IW growth rate. averaged over all K-di-
rections (equivalent to averaging over all directions 8, ).
is

- [
U = ;;f_ v,,db,, . (4.14)

The rate at which energy is received in unit area of
ocean. in mode j, and within the interval dK is
Pu(j, K)dK = 2a0,,E,(;. K)KdK. (4.15)

For E, we use (2.12).
To obtain a growth rate for the spontaneous mech-
anism we use (3.16):
oE,(). K)
vy = ——
ot
_ 4magpoNo

QL ,
= 22080008 [ ok (kW W)

E(j, K)

X A(K(¢, —¢1)). (4.16)
Here for consistency we have replaced the 5-function
in (3.16) by the function (4.11). for which plausible

arguments may be given. The mean rate for all K-di-
rections is

: 3

v = — v,db,.

(4.17)
T J-x

The rate at which power is received per unit area by
the IW field is then
Py(j, K)dK = 2nv,E(j, K)KdK .-
Net e-folding rates for the IW field are
V=0, + o, (4.18)
(4.19)

Tl;e total power received by the IW field per unit area
is

A T

% 1t might be noted that to evaluate the mean rates 1t is easiest to
first do an analytic integration of (4.10) and (4.16) over 8, before

23

KENNETH M. WATSON

1239

P(j,K)=Pn(j.K)+ Ps(j,K). (4.20)

Olbers and Herterich (1979) presented calculations
for the spontaneous model using (3.16). They used a
*“box™ Viisdld profile. (We have repeated selected ex-
amples of their calculations to compare numerical re-
sults, but have not systematically pursued this some-
what unphysical Viisili profile.) An expression equiv-
alent to (4.10) and (4.12) was used by DD to discuss
IW generation by the modulation mechanism for a
thin thermocline and a narrow band ocean swell.

A systematic investigation of the implications of
(4.10) and (4.16) does not seem to have been made.
perhaps because of the very slow IW growth rates
found. It is our present purpose to present calculations
of the implications of the theory using somewhat re-
alistic Viisild profiles (emphasizing the upper ocean
waters) and the SW relaxation model of Watson
(1986). Unless otherwise specified, the GM Viiisild
frequency model is chosen here for all of our calcula-
tions:

N 0, 0>z>-D,
“" |Noexp{(z + D)/B]). =D>z>—B,
B=1200m, N,=00lsec™. (4.21)

We shall. however, describe some calculations done
with a “*Patchex” model and also with a constant N
model. The mode functions W, , were evaluated nu-
merically from (2.3) using both a WK B approximation
(where valid) and numerical integration of the differ-
ential equation. The results from use of the relaxation
model (3.13) were compared with those using the 6-
function limit (4.12). Generally, the two sets of cal-
culations were within a “‘factor of two™ range of agree-
ment, those done with the relaxation model tending
to be somewhat larger. It should be noted in this context
that when § is large A is small, and when 8 is small A
can be replaced by the é-function. The short waves for
which 8 is large do not contribute strongly to the cou-
pling. Thus, we do not expect dramatically different
results from the two models. For tonsistency with the
condition (2.1) we have limited the integration in
(4.10) and (4.16) to the domain k > K. This constraint
did not seem to affect our numerical results, however.

In Fig. | we show the e-folding rate »(6,,) [defined
in (4.18) and expressed in days~'] for a mixed layer
depth D = 20 m, a wind speed W = 10 m s/, and the
first vertical mode corresponding to j = 1. The curves
are labeled by the value of KB. The striking feature
here is that the energy transfer is overwhelmingly from
the IW field to the SW field. Although v, (4.16) is pos-
itive definite, the net rate is strongly dominated by the

integrating over k. To verify our numerical evaluations, we have
done this and also integrated over wind angles last, as implied by
(4.14)and (4 17).
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[R] v
Mixed layer depth = 20 m

0.0

Rate (/day)

0.1

02

windangle

FIG. | The e-folding rate (day ') (4.18) 1s shown as a function
of wind angle f, (with respect to the direction of horizontal propa-
gation of the internal wave) for several values of K8 and the mode
7 = | The surface wave spectrum is that given by (2.19), (2.20).
and (2.21).and the wind speed 1s 10 m's ™' Positive rates correspond
1o internal wave growth, negative rates 1o internal wave decay.

contribution from the modulation mechanism. The
smali positive value of v at certain angles 6, is sensitive
to the SW spectral model, as was observed by DD. This
is illustrated in Fig. 2, where the above calculation is
repeated using the “collimated™ SW model (2.22). The
possibility of IW growth at certain angles is much more
pronounced in this case.

In Fig. 3 we repeat the calculation of Fig. 1, but with
a wind speed W = 20 m s~'. Except for KB = 2, the
pronounced effect is IW growth, or energy transfer from
the SW field to the IW field. In Fig. 4 we repeat the
calculation of Fig. 3 using the collimated SW model

0.2 A
Mixed layer depth » 20 m
8
16

0.0
z 4
2
2
c 2

0.2

-0.4

] 60 120 180

windangle

FIG. 2. The e-folding rate is shown for the same conditions as in Fig.
(1), except that the collimated spreading function (2.22) 1s used.
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FIG. 3. As in Fig. 1. except that the wind speed 15 20 ms™".

(2.22). but with D = 60 m. An even more pronounced
growth of the IW field is seen.

There are two reasons for the significant difference
between wind speeds of 10 and 20 m s™'. First, at higher
wind speeds v,,(0,) tends to have a greater range of
positive values; second, v, grows rapidly with increasing
wind strength.

In Fig. 5 we show the average growth rate (4.19) as
a function of wind speed. Here, again. the mode cor-
responds toj = 1 and the curves are labeled by the IW
horizontal wavelength expressed in meters. The same
calculation is repeated in Fig. 6, but with a mixed layer
depth D = 60 m. We see from these results that for W
< 15 ms~! or for longer wavelengths the predominant
effect is to transfer energy from the [W field to the SW
field, This contrasts with the view frequently expressed

3 —
Mixed layer depth = 60 m
] N,
4
N ¢®
=
3 1
.
s 16
2
N -~
-1 N N
0 60 120 180
windangle

F1G. 4. As in Fig. 2, except that the wind speed is 20 m s~' and the
mixed layer depth has been changed as indicated.
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: \
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M 3800
0.1
[ 10 20

Wind Speed (m/s)

FIG. 5. The mean e-folding rate (day ™) (4.19) s shown for several
IW horizontal wavelengths (expressed in meters) and mode = | as
a function of wind speed. The SW spectrum is that of (2.21).

that wind waves tend to generate internal wave energy,
however slowly.

In Figs. 7 and 8 we show the IW decay time
(= —»~"), expressed in days. as a function of the IW
horizontal wavelength and for j = 1, 2, 3. The wind
speedis 19 ms 'and D = 20 and 60 m. Although not
shown. the decay time for j = 1 increases with hori-
zontal wave length for lengths greater than 15 km.

For the first mode, corresponding to = 1. the time
scales presented here tend to be significantly less than
the 50 to 100 day decay times quoted in the Introduc-
tion. The decay times for the second mode tend to lie
in this 50 to 100 day range. For the higher modes the

02

Mixed layer depth « 60 m

0.1

Rate (/day)

/
) s/

0 10 20
Wind Speed (mVs)

-0.1

FIG. 6. As in Fig. 5, except for the indicated change
in mixed layer thickness.
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300 / -
Mixed layer depth = 20 m
]-3
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100 /

4
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0 $000 10000

Wavelength (m)

FIG. 7. The decay time { the negative of the inverse of the expression
(4.19) expressed in days] for the internal wave field is shown as a
function of {W horizontal wavelength and a wind speed of 10 m s~'.
Results are shown for the first three vertical modes and the surface
wave spectrum 1s that of (2.21).

energy exchange between the SW and IW fields does
not appear to be very significant.

In Fig. 9 we show the ratio
v,

UI"

as a function of wind speed for several IW horizontal
wavelengths and D = 60 m. When W < I5m s~ the
contribution of the spontaneous mechanism to the net
energy exchange is seen to be negligible.

The power delivered to the SW field from the [W
field,

300 r —
Mixed faysr depth = 60 m
123

z
3
o
E
2 /

100 /

0 "
0 5000 10000

Wavelength (m)

FiG. 8. As in Fig. 7, except that the mixed layer depth
is changed as indicated.
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FIG. 9. For the data obtained tor Fig. 6 we show the ratio of con-
tnbutions from the spontaneous and modulation mechanisms as a
function of wind speed for several IW horizontal wavelengths (ex-
pressed in meters).

P() = ~ L " PULKYK,  (423)

is shown as a function of wind speed in Fig. 10. The
curves are labeled by the mode number ;. The mixed
layer depth is 60 m and we have taken Ay B = 0.5. The
total GM energy (2.12) for the first mode in this wave-
length range is about 70 J m ~*, so a few days are re-
quired to deplete this mode when the wind speed is in
the 10 m s™! range.

The dependence of ¥ on mixed layer depth D is
shown in Fig. 11 for several selected IW horizontal
wavelengths and j = 1. The wind speed here is 10 m
s~!. The variation of the rates » with D is dominated
by the exponential factor exp(KD) in (2.3).

We have examined several data sets for N(z) taken
by Pinkel* during the Patchex experiment. Represen-
tative of some of these is a strong thin thermocline at
50 m depth superimposed on a Viisild profile similar
to (4.21). We model this thermocline as a density dis-
continuity of strength

f N3dz =0.035 ms™2.
thermochine

The IW decay time for this **Paichex™ profile is shown
in Fig. 12 for a wind speed of 10 m s™'. These results
are seen to differ little from those of Fig. 8. The energy
transfer rates are certainly sensitive to gross variations
in the Viisild profile, however.

To see the effects of a significant change in the Viis-
ild profile we consider the model

4 We are indebted to Dr. Pinkel for the use of this data.
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FIG. 10. The power per unit area (4.23) extracted from the [W
field by the SW field shown as function of wind speed for the first
three vertical modes. The SW spectrum 1s that specified by (2.21).

0, 0>Z>-50m
N=001, -50m>Z> 1000 m,

with the ocean bottom at 1000 m depth. The resulting
IW decay times are shown in Fig. 13.

To illustrate the significance of our calculations, we
refer to Table 1, where yearly means for wind speed
and mixed layer thickness are quoted for three locations
on the North Pacific Ocean. We recognize that the
mixed layer is much more complex than accounted
for in our model and can vary significantly in a day’s
time, as can the wind. Reference to Figs. 8 and 10 does,

N(Z) =

0050

\WN

0.025

Rate (/day)

\ z 940

\
20 60 100
Depth (m)

0.000

FIG. 11. The negative of the e-folding rate (4.19) shown as a func-
tion of mixed layer depth for ; = 1, a wind speed of 10 m s™', and
the SW spectrum (2.21). The curves are labeled by the IW horizontal
wavelength.
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300 /
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L z =1
00 5000 100C0
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Fi16 12, The IW decay ume 1s shown for the same conditions ds
those of Fig 7. except that the “Patchex™ Vaisala profile is assumed

however, suggest that for these areas the first mode
internal wave should decay rapidly. if no source for
maintaining this exists. To be more precise. we are led
to expect IW decay within, perhaps. 10 to 20 days for
internal waves in the wavenumber-frequency range:

horizontal wavelength: 1 to 20 km
vertical wavelength: >1 km
frequency / Ny: 0.15100.7. (4.24)

Theories for the transport of internal wave energy
imply that the long vertical wavelength (low mode
number) waves act as a source of energy which flows
to higher mode numbers, where shear instabilities lead
to turbulent dissipation (for example, see Gregg 1989).
McComas (1978) conjectured on the basis of the work

1000
o0 -——‘(/
P =3
2
2
[ ]
s 6 ]-2
10 S
R =1
1
0 2000 4000

Wavelength (m)

FiG. 13. Asn Fig. 12, except a constant Vaisala profile 1s assumed
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TABLE 1. Yearly average wind speed and mixed layer thickness*
for three areas of the North Pacific Ocean. Data taken from the 1989
U.S. Pilot Charts.

Mean wind speed Average mixed
Location (ms™") layer thickness (m)
50°N. 175°W 90 50
35°N, 165°W 75 45
25°N, 135°W 6.7 70

* Robinson, M, 1976 Atlas of the North Pacific Ocean Monthly
Mean Temperatures and Mean Salintties of the Surface Layer. Naval
Oceanographic Office.

Reid. J. (private communication) data from 1966 Boreas Expe-
dition

Reid. J. 1982 On the use of dissolved oxygen concentrations as
an indicator of vinter convection Naval Research Reviews, No 3

of McComas and Bretherton ( 1977) that the high fre-
quency-low mode number region of the IW spectrum
is fed by an external energy source and that this energy
flows to lower frequency and high mode numbers. The
detailed studies of energy balance within the IW spec-
trum made by McComas and Bretherton (1977) and
by Pomphrey et al. ( 1980) were not. however, extended
into the high frequency domain where we find strong
SW-IW nteractions. The careful analysis of Flatté et
al. (1985) also did not address this high frequency do-
main. The injection of energy from mesoscale current
shears into the IW field occurs within the inertial fre-
quency band. according the calculations of Watson
(1985). Bell (1978 ) has given a calculation that suggests
that energy can be injected into the internal wave field
at high frequency and low mode numbers by mixed
layer flow. Rates could not be given with confidence
by Bell because of a lack of knowledge of the relevant
environmental parameters.

We are left with an unclear picture of the energy
source (of sources) required to maintain the internal
wave spectrum in the domain (4.24), and in fact of
the actual levels of internal wave energy in this domain.

5. Generation by ocean swell

Several observations have been reported (for ex-
ample, see Apel et al. 1975; Briscoe 1983 ) which suggest
that a strong ocean swell may generate internal waves.
Generation by a sharply collimated swell was investi-
gated by DD, who found IW growth for a sufficiently
narrow SW spreading function and a sharp thermocline
Viisald model.

In this section we illustrate IW generation from a
narrow band SW system by two mechanisms. The first
1s the modulation mechanism as described by (4.10).
The second 1s generation from a swell wave field that
has a prescribed modulation (not resulting from IW
interactions). Equation (3.15) is used to calculate [IW
generation by this mechanism. We can use the exact
resonance condition (4.12) for both of these because
of the relatively long wavelength of ocean swell.
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For the first mechanism described above, we replace
(2.19) by

2
S(k) = [_{_{_2_] exp[—(k — k,)?/(248%)], (5.1)

Vor Ak
where A and &, are parameters. It is supposed that
A<k,

Equation (2.20) 1s used for the spreading function and
it is now assumed that

> 1.

We replace the angle 8, in G by 4, to indicate that this
is the angle between the direction of swell propagation
and that of K.

Conditions (5.2) and (5.3) permit an analytic eval-
uation of (4.10). If we choose 8, to give maximum [W
growth rate (that is. approximately 90°) we obtain

Rate (day ') = 1.7 X 10° Re(p)

4N 2,02 1 Q2
_ LI X 10%¢(¢*Hky e (Q)’ (5.4)

(KB)*H Kg

where

15
H=1+(2°AQ) .

KVgk,

ere « is defined by (3.17).

To illustrate (5.4) we choote a swell wavelength of
145m, H = 1,0 = 10,{{?)k,* = 0.04, and the Viisild
profile (4.21). The growth times [that is, the reciprocal
of (5.4)] for the first three modes are shown in Fig.
14. Reference to Fig. 4, which describes a similarly
collimated spectrum, illustrates the sensitivity of the

20 . -

[ \ Mixed layer depth = 20 m

\

20
g

- t
§~ s =2
; \‘\@"

) s\

———— \-
OO ] 1000 2000 ’ 3000 4000

Wavelength (m)

FIG. 14. The IW growth time [the reciprocal of (5.4), expressed
in days} due ‘o interaction with ocean swell 1s shown as a function
of honzontal wavelength for the first three vertical modes.
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growth rate on the angle 6,. It is seen that e-folding
rates in the range of (1 day)~' may be expected.

To even a casual observer a swell wave train exhibits
modulation in the direction of its propagation (as a
time record taken at a fixed position would show).
Because the resonance condition (3.3) requires that
the swell angle 6, be nearly 90°, we require modulation
also along the wave crests. One might, for example,
expect such modulation to be related to the width !
of the spreading function. Snodgrass et al. (1966 ) have
discussed a number of phenomena which may deter-
mine the swell spectrum, such as the dimensions of
the region in which swell is produced. refraction by
currents, and scattering from wind waves, islands, or
shallow areas in the swell path.

We have not, however, found data from which to
model F,in (3.15). so are led to a very simplified model
that illustrates the mechanism and permits analytic in-
tegration of (3.15). We consider the swell to be rep-
resented as a sequence of wave trains, each of length
T and of the form:

Fs = pOVA\y(xv k9 t)v

¥ = M(x,t)S(k)G(8 - by),
M(x,t)=3 P(L){1 +e™Tcos[L+(x = cp)l},

L

(5.5)

where t > 0 and
2 P(L)=1,
L

Here ¢, is the group velocity of the swell and we suppose
that P describes modulation along the swell crests.

To continue, we assume that E, in (3.15) represents
the IW energy in a restricted band which matches the
resonance condition (3.3). The current U is that due
to this restricted IW band. For Sin (5.5) we use (5.1).

Equation (3.15) may be integrated analytically for
a narrow band collimated swell. We define the average
power received by the IW field as

(5.6)

which is appropriate if swell groups such as (5.5) arrive
at intervals 7. We find from (3.15) that

power = 0.25p0(NoB)? B @/ No)( Tw,)?
X [(§?)/B*1*(P?/(KBT)). (5.7)

Here P is the weighted sum of P(K) over the specified
IW band.

To illustrate (5.6) we take k, = 2x/145 m™', T
= 100 s and ({*) = 20 m?2. The quantity

power/ P?

power = E,/T,

is shown in Fig. 15 for the first three modes. We see
from these results that if the swell modulation well
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012

Mixed tayer depth « 60 m
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watts/m**2

&

4000
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8000

FiG. 15. The IW power per unit arca recetved from a modulated
ocean swell (5 7) 15 shown for the first three vertical modes as a
function of honzontal wavelength.

matches the IW field that rather intense generation of
internal waves can result.

6. Nonlinear modulation of surface waves

In this section we shall investigate the interaction of
surface waves with an IW packet that has a finite extent
in the x-direction. but is uniform in the y-direction. A
finite packet of internal waves may arise from statistical
fluctuations in the ambient field, from uneven topog-
raphy, or a transient source. In the interest of numerical
simplicity we shall set § = 0 in (3.9). Damping will
be accounted for by ignoring those portions of the SW
spectrum for which a significant SW-IW interaction
time T, is greater than the relaxation time, or

T, > B7'(k). (6.1)
We express the IW surface current U in the form
U = iUV (§). (6.2)

It is supposed that
V=0 for £E<§ or
and that within the range ¢, < £ < &,
V =~ cos(KE).
We may now write (3.9) in the form
]

.4
5 kg0

£>&  (63)

{6.4)

(6.5)

where
E = Cy(k)(ke/k) — Cr+ UgV (4!,
y = Co(k)(ky/ k),
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o’

i‘x = -k Uy

k, = 0. (6.6)

We shall consider only surface waves which travel
in the positive x-direction and overtake the packet. For
those waves which have not vet reached the IW packet,
say at time {, and position £ < &, we have

F.=F,. (6.7)

Similarly, we have
k = ko, (6.8)

Then having integrated the ray equations (6.6) to a
point (k. &) within the packet we may set

Fs(k~s)= Fu(k()) (6.9)

A simple technique for evaluating F,( k. £) is to choose
a specific value of (k. £) and to integrate (6.6) backward
in time to a location ¢ < £,. For £ < &,, we know that
k = ky. Then with the use of (6.9) we obtain immediately
the numerical value of F,(k, §).

On integrating (6.6) we must distinguish four tra-
Jectory types:

a constant for ¢ <.

1) those which pass through the packet from £, to

2) those which have entered the packet at £, ard
are turned back at the point where d&/dr = 0 [equiv-
alent to the resonance condition (3.4)]. and then pass
back out of the packet at & = £;.

3) those which have been overtaken by the packet
atti =&

4) those which are trapped within the packet.

We shall ignore the type 3 and type 4 trajectories.
We must. however, calculate the type 1 and type 2
trajectories. The type | trajectories do not lead to an
energy exchange between the two fields. since on
emerging from the packet a SW has the same wave-
number as it had on entering.

The rate of energy exchange to the IW field is ob-
tained from (3.8) and (6.9) as

. 3
En(.j: K) = —UOKf 2 dE/L.rfdzkc\k,r
&

X sin{KE)Fy(k, £). (6.10)
Here we have taken L, = &; — §.
As a first example we set
V(E) = 1.46 cos(KE)/ {{l + exp(—0.5KE)]
X [+ exp(0.5KE — 6.28)]} (6.11)

and take (here A, is the inteinal wave wavelength)
standard profile (4.21)
D=20m
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Up=025ms™

¢=05ms™!

A=470m

8., = 30°. (6.12)

This is a strong internal wave, corresponding to a ver-
tical displacement at the thermocline of 8 m.

The resulting modulation function M(k. £) [see
(2.17)] is shown as the solid curves in Fig. 16 for the
location K¢ = 3=. The lines are labeled by the direction
of k and shown as functions of A, The corresponding
results obtained from linear perturbation thecry (4.4)
are represented by the dashed lines. The biocking of
the SW field is seen at those values of & where A/ van-
ishes.

To study the energy transfer (6.10) we take

cos(Kt)., m/2 < KE<5n/2
Vig) = [

) {6.13)
0. outside above range.

and continue to use the parameters given in (6.12).
We have seen that waves having type ( | ) trajectories

may be excluded from the integrand in (6.10). We

also exclude those type (2) waves for which the time

40 p—

30—

@ «15° / //
20 p— v A
/
/
//
o ’// \@.450
10 ] L1 lJllll 111
31 05 10 50
k(m™

FiG. 16. The modulation function M(K. &) 1s shown for the pa-
rameters (6.12) and a location corresponding to K¢ = 3= The curves
are labeled by the direction of k. The solid curves obtained using
nonlinear theory, the dashed curves from the lineanzed equation
(4.3).
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T, to propagate from ¢ = v/(2K) to the turning point
exceeds 3~' [condition (6.1)]. We see, then, that just
as in the linear theory of the last Section, the triad
resonance condition must be met in order that energy
be exchanged between the two fields.

Surface waves reaching the packet (6.13) encounter
an IW current in the negative x-direction. This current
tends to drive the surface waves back out of the packet.
[f there is a turning point, corresponding to d&/dt = 0,
this will occur in the interval #/2 < K¢ < =. The ad-
verse current does work on the SW field. so tends to
increase the SW energy. This is seen mathematically
in (6.10). since M > | and sin{ K£) is positive in the
interval /2 < K¢ < 7.

For the parameters given in (6.12) the expression
(6.10) was evaluated. A characteristic time was ob-
tained:

T,=[E(). K)/E(.K)]™" = ~24 days.  (6.14)

For a mixed layer depth D = 80 m, we would have
obtained T, = —70 days. We note (see Fig. 16) that
for this case waves near the spectral peak do not con-
tribute to the energy exchange.

Because (6.9) is nonlinear, the coupling leads to
spectral transfer within the IW field. For example, let
us consider a second IW mode (', K') for which

U= Ujcos(K'x —cit + o). (6.15)

The total {W current is the sum of (6.13) and (6.15).
If, however, L' is too small to significantly modulate
F,, then

§2
E(J\K') = -UbK'f df/
&

L, f d?*kkc, sin(K'E)Fy(k, &) (6.16)

where F; is determined by (6.13) only. Evidemly, de-
pending upon the mode (j’, K') either sign may be
encountered in (6.16). The implication of this is that
in the nonlinear regime, energy may be transferred
among the IW modes through SW coupling.

7. Conclusions

We have described mechanisms for energy exchange
between internal wave and surface wave fields. The
important effect in the case of wind waves is the drain-
ing of energy from the I'W field in the high frequency,
long vertical wavelength domain. This would seem to
be significant in assessing the factors which determine
the total energy budget of the internal waves. In re-
viewing existing models which describe energy fluxes
into and within the [W spectrum, we have tentatively
identified mixed layer flows as a possible source of the
required energy. Partial depletion of the IW spectrum
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in the region of high energy loss and at times of high
energy loss might occur.

We have not explored here the dependence of the
energy exchange rates on the Viisild profile. To real-
istically assess the implications for internal wave energy
balance. measured upper ocean profiles of N for se-
lected locations and seasons should be used. Also, this
should be related to historical records of wind speed
for these locations.

As concluded by DD. a we!t collimated ocean swell
may play a different role in that this can lead to rapid
IW growth. Aithough this may be locally significant,
it is not expected tc be important for the IW total en-
ergy budget.

We have mentioned that external sources of SW
modulation. such as the envelope of swell. wind vari-
ability. and Langmuir cells. may lead to IW generation.
Nonlinear modulation. such as SW blocking. has been
seen to introduce new aspects relating to SW-IW cou-
pling.
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APPENDIX
Derivation of Equation (3.5)

To derive (3.5) we first note that in the mixed layer
the flow can be represented by a velocity potential ¢
of the form

& = @o(x,z. )+ d(x, 2. 1), (Al)

Here x = (.x, ) is a vector in a plane of constant =.
The term ¢, contains the high frequency. high wave-
number part of ¢ associated with gravity waves, while
¢, contains the low frequency, low wavenumber part
of ¢ associated with internal waves. The vertical dis-
placement of the ocean surface ¢, due to wave motion,
can likewise be represented as a sum of a high frequency
part {, and a low frequency part {:

$lx, 1) = $elx, 1) + §(x, 0). (A2)

The SW~IW coupling was obtained in WWC from
Bernoulli's equation at the surface (here V, is the hor-
izontal component of V):

Ly + ¥V, (¢V,d)=n at
ot
where w is the vertical component of fluid velocity. On
averaging (A3) over many realization of the SW field
and on extracting the low frequency and low wave-
number part, WWC and DD obtained the relation [ Eq.
(2.12) of WWC or (6.3) of DD]

o=, (A3)

3
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d¢,
W, = 5?‘ = <vs‘(§‘rvr¢s)>[.F

= I'(x, 1), .at z2=0, (A4)

The symbol ( ).r here implies both the ensemble
average over SW field realization and the low pass filter
in frequency and wavenumber. Also. in (A4) only the
second order triad terms are kept.

We may use (2.14) to re-express (A4) in terms of
the SW action density (as was done by DD):

F(x.1) = V\oJ.dekF,(x. k.t)/po. (AS)

This will be recognized as the gradient of the SW mo-
mentum per unit area. It represents the driver of in-
ternal wave excitation.

To satisfy the condition (3.6) WWC generalized
(2.4):

wix,0.1) = 3 e® i, 1 4(0) + T(x. 1),
7K

(A6)

They then obtained a set of differential equations for
the amplitudes 4. k. On rewriting these in terms of
the L of (2.7) we obtain (3.5).
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With use of s method of Arnol'd, we derive the necessary and sufficient conditions for the
formal stability of a paraliel shear flow in a three-dimensional stratified Mluid. When the local
Richardson number defined with respect to density variations is everywhere greater than uni-
ty, the equilibrium is formally stable under nonlinear pertrubations. The essential physical
content of the nonlinear stability resull is that the total energy acts as a *‘potential well™ for
deformations of the fluid across constant density surfaces; this well is required to have defin-
ite curvature to assure stability under these deformations.

PACS numbers: 47.20 +m, 03 40 Gc, 32 10 Dh

With use of a method of Arnol'd' and others 3
we have investigated the nonlinear stability of two-
and three-dimensional incompressible flows of an
inviscid stratified fluid treated as a Hamiltonian sys-
tem. In this note, we report on the application of
this technique to the important case of a shear flow
with velocity profile U (z), and density profile p(2).
We do not present the full set of conditions for
nonlinear stability of this flow, but do exhibit the
necessary and sufficient conditions for the formal
stability of the flow. Formal stability means that a
certain functional of the flow fields is definite in
sign. Given formal stability, nonlinear stability re-
quires additional convexity estimates to be satisfied.
These do not alter the physical implications of the
conditions derived here.’

The (wo-dimensional analysis* of the stratified
fluid equations linearized about a planar shear flow
U(2), p(2), shows that neutral stability (purely im-
aginary spectrum) occurs provided the Richardson
number is everywhere greater than +. Here we
derive the analogous crilerion for formal stability
for three-dimensional nonlinear deformations of

the flow. Our criterion is that the local Richardson
number defined with respect to variations across
constant-density surfececs must be greater than 1.
This focuses attention on the realm between ¢ and
1 for intensive theoretical and experimental investi-
gation.

We treat stability in the Boussinesq approxima-
tion* for incompressible flow. See Ref. 2 for the
treatment of nonlinear stability for compressible
flows, and Ref. 3. for incompressible, stratified,
non-Boussinesq flows. We address solutions of the
momentum equation

-g-’-ﬁ+(ﬁ-V)ﬁ-—Vp—pgi, 1)
along with
%pw-vp-o and V.T=0, )

in a domain on whose boundary the normal com-
ponent of the velocity U must vanish and the densi-
ty p must be constant. In (1) and (2), pis the pres-
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sure and g is the constant gravitational acceleration
in the — Z direction. The constant.reference density
multiplying the acceleration in (1) has been set
equal to unity.

Solutions to these equations conserve the energy

fd’xl%|ﬁ|z+pgz]. (3)
Both p and the potential vorticity
g=(Vx0)-Vp (4)

are conserved along fluid particle trajectories.
)

Thus, for an arbitrary function G(q, p),
A(U,p)
= [&x141T1+pg + G la.p) +Aq)  (9)

is conserved. The term Ag in (5) is separated to
cance]l some boundary terms which arise below.
The role of the function G(q,p) is that of a famil-
iar Lagrange multiplier expressing the constraints
on the flow imposed by conservation of ¢ and p.

We now examine the first variation of A (T,p)
and relate its critical points to stationary solutions
u,. The first variation is

84 (Tppe) = [d'x 6T [T, = G,y Vo, x V] +8plgz + G, (T xT,)- VG, I}

+(A+G,)|,fdsﬁ

where G,=93G/3p evaluated at q,p,, etc., 5 is the
boundary surface of the domain of the flow, and n
is the outward unit normal vector on S.

54 in (6) vanishes at U,, p, satislying

U= GV, %V g, )]

52+G,=~(Vx1,) VG, (8)
in the interior, and

A= —G, 9)

on the boundary. Flows satisfying (7) and (8) can
be verified to be stationary solutions of (1) and (2).
Expression (7) implies the requirements W,
V=1, Vg,=0 for stationary flows; (8) is the
three-dimensional analog of Long’s equation.’

We use (7) and (8) to determine G(q,.p,) in
terms of the Bernoulli function

K{Gepe) =pe+pesz +%lﬁ¢|2- (10)
via

Glap)=ae J Bk (xp) +acr(pe), (D)

where y(p, ) is an arbitrary function of p,.

An equilibriem flow is said to be formally stable if
the second variation of 4 (T, p) at the critical point
W, p, is definite in sign. Formal stability implies’
linearized stability since definiteness of 54 gives a
preserved norm for the linearized solutions. As
noted, nonlinear stability requires both formal sta-
bility and some convexity conditions on the func-
tion Giq, ). For the present case, we find

824 (4., p,)
(
Geg Gop laq
Gop GoplBp

- fd’xllsﬁ|’+ (54,50)

Lo
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o{SpVXG,—Vp,XVEJ, 6)

From this we see that a sufficient condition for
formal stability is that the eigenvalues of the two-
by-two matrix in (12) are positive; namely,

Gy >0, (13)
and

GyeGpp— Gyt > 0. (14)

We can sharpen these sufficient conditions, howev-
er, by noting that divV -5uU =0, so there are only
two independent components of §U, which along
with 8p allow us to cast the definiteness of 54 into
a linear three-by-three operator eigenvalue condi-
tion, whose eigenvalues must then be either all pos-
itive or all negative. This condition is made explicit
in the example we now discuss.
Our example is the parallel equilibrium flow

T (X) = (u(y.2).0,0), (15
p(X)=p(2). (16)

This is a standard configuration and application of
the Arnol'd method to it provides insight into the
value of the technique. The validity of the linear-
ized results on this flow have been examined in
laboratory and geophysical situations. Our non-
linear result will thus provide impetus for further
experimental study of these important flows. We
separate the y and z dependences in u(y,z) into a
small, slowly varying y dependence plus a general z
dependence U(z). Thus, we write

ulyz)=f(y)+U(2). an

The role of f(y) is to break the g, =0 degeneracy
of the two-dimensional /=0 flow, which is the
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conventional setup. The physical situation we wish
to describe is a shear flow U(z) with a smooth,
small f(y) imposed upon it to give the three-
dimensionality needed for ¢, #0. We wish to
parametrize f(y) by a velocity scale, fo. which is
much less than U (z), and by a length scale L which
is large compared to any other lengths in the prob-
lem. We choose

F)=foly/L)Y fo<< Ul2) (18)

and restrict the domain of y to be Iyl << L. In
what follows, we expand all quantities in L ™!, cap-
turing the essence of the stability problem in the
leading orders of L which are retained for L very
large.

From the Bernoulli function, (10), we find
(dropping the subscript e henceforth)

Glq.p)
= —[p +pgz + U2+ $ o’ + 0(g).(19)

VIEW LETTERS 25 JUNE 1984
with
u L 2) yiS))
- - 1+ ,
Co uppl Sl [ U2 @0

and we drop the last term commensurate with our
assumplions on f(y). G, is now a funclion of z
(or p) alone. g in our flow is

g = (fo/LYy/L)(=p,). (2mn

Since ¢ is small for |yl << L, the neglect of
higher-order terms in q, wherever they occur, is an
excellent approximation.

Now we choose the two independent components
of 85U in (12) from the wvertical velocity
vy(X,0)=8T+7 and the vorlicity w;(X.1)
= (V x80) -2 This choice is motivated by the ob-
servation that the only essential dependence on the
equilibrium flow is on the vertical coordinate 2.5 To
leading order in L~' a calculation shows that

] 5% (T,,p,) is given by

[vyo? 0 0 v3
8% (G, pe) = [dx(vp,w,80)| O —%u}c;,, p:UiGd, || wy . (22)
4
0 ~p,UsGyd, G,p-UlGed?|| r8,

with V1=32+9! and V?=V3+8z% Precise
meaning to (V3)~! is given by imposing peniodic
boundary conditions in x and y for each of v, w;,
and 8p. A term /,03,5p has been neglected relative
to U,8,6p, which is retained. This ordering means
our choice of L must be large enough to overcome
any very large vertical wave numbers in 5p. The ar-
bitrary function y(p,) in (11) is set to zero.

For formal stability, we demand that 524 be of
definite sign for all independent variations in
(vy, w3, 6p) space. That sign must be positive, as
we see by looking in the direction (v,,0,0). Then
by looking in the direction (0, w3, 5p) we learn that
the necessary and sufficient conditions for formal
stability are that the two-by-two submatrix operator
in (22) have only positive eigenvalues. This re-
quirement is most easily expressed by Fourier
transforming in x and y to wave numbers k, and k.
The two-by-two submatrix becomes algebraic, and
positivity of its eigenvalues occurs if and only il

1k} +piGy > 0. (23)
and

Gopll + k2 p2Gogl + kUG, > 0, (24)
2354

withk? =kf +k3.

Since we allow arbitrary variations of v,, w;, and
8p, each of k, and k, can be as large as we like.
This means that we must have

p2Geq=ulu, >0, 29

and

(26)

k}U2G
G, > max |[— =40
k)| L+ k§ pfGy

The first of these is the usual Rayleigh criterion for
stability of shear flows in y. Its presence here is ex-
pected since we have no stratification in the hor-
izontal direction. Condition (26) is the desired
Richardson-number criterion. Note that

G o= ~832/3p— 3L UX(2) )/3p™. e3))

When (U?),, is positive, we may define the gen-
eralization of the usual Richardson number to be

Npi(2) = N (2)¥(p23%$ UN2) )/8p1, (28

with N2(z) = — gdp/dz the Briint-Viisila frequency
in Boussinesq approximation. [Ny, defined by (28)
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agrees locally with the standard gradient definition,
if one uses the linearization of U and p (e.g., Ref.
3)). The necessary and sufficient condition for for-
mal stability then becomes

Na(2)> | (29)

everwhere in the flow This 15 our central result.

In addition, there are situations where p, positive
(a statically unstable configuration) may be stabi-
lized by the shear flow. To exhibil this stabiliza-
tion, we assume p, %0 and define the “‘inverse
Richardson number"’

al2) =34+ U2 )/8pN (= pz/p). (30)

When p, < 0, that is for statically stable stratifica-
tion, all flows with a(z) <1 are formally stable.
When p, > 0, that is for statically unstable stratifica-
won, all flows with a(z) > | are formally stable.
The first case is usually understood by saying that
the kinetic energy acquired by a parcel of fluid
crossing density surfaces is not sufficient to over-
come the potential energy required to move the
parcel. The second case is less familiar and is only
possible if second derivatives of U are relatively
large. In this case, the potential energy that would
be gained by a fluid parcel in crossing density sur-
faces is not sufficient to overcome kinelic energy
lost in the same lraverse.

The essence of our argument in this note is that
the negative of the Bernoulli function (10) acts as a
“potential well’" for stratified low. This is seen in
(19) where G is, for this heuristic discussion,
~(p+pgz++|T|?). Our requirement that
G,, > 0 teils us that this potential well has positive
curvature for crossing density surfaces, when the
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flow 1s formally stable This note provides detatled
demonstration of this notion, which itself was dis-
cussed as long ago as 1931 by Prandtl ’
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VERTICAL DIRECTIONALITY OF AMBIENT NOISE AT 32°N
AS A FUNCTION OF LONGITUDE AND WIND SPEED

W.S. Hodgkiss and F.H. Fisher

Marine Physical Laboratory
Scripps Insutution of Oceanography
San Diego, CA 92152

Abstract

Measurements have been made of the ambient noise field between 25 and 300 Hz with vertical
arrays at 32°N (124°W, 136 ' W, and 150° W) Substantial differences in the vertical distribution of
noise have been measured. especially at the higher frequencies which can be interpreted in the
context of attenuation by seawater sound absorption of coastal shipping. Due to substantial
differences 1n weather at the stations, these measurements also provide an opportunity to observe
the effect of weather on the vertical distribution of ambient noise

1. Introduction

Ambient ocean noise in the low and mid-frequency regions has received a great deal of
attention over the last 25 years. Downslope conversion of coastal shipping noise has been discussed
as being a major contributor to the low-angle noise distribution in the vertical plane {angies close to
the horizontal) [1-4]. If this s so, then sound absorption in seawater should produce changes in the
distribution of low-angle noise in the vertical plane as a function of range from coastal shipping.

A decrease in the noise energy per unit angle in the vertical offers improved array performance
as a function of distance from coastal shipping. In the Pacific for these latitudes (32° N), the
attenuation is about 0.008 dB/km at 300 Hz and decreases to 0.0015 dB/km at 150 Hz. At a range
of 1500 nm (2778 km), the attenuation would be 18 7 dB at 300 Hz and only 4.2 dB at 150 Hz
Therefore, if we had data on vertical noise distribution at short and long ranges from coastal
shipping, we would expect to see substantial absolute differences at low angles between the 300 Hz
data and much less for the 150 Hz data.

We have made such measurements - two at 32°N 124° W (approximately 350 nmi due west of
San Diego), and one each at 32°N 136° W (approximately 1000 nmi west) and 32°N 150°W
(approximately 1700 nmi west). Due to substantial differences in weather at the stations, these
measurements also provide an opportunity to observe the effect of weather on the vertical
distribution of ambient noise.

2. Experiment Description and Data Analysis

In October 1985 and again in April/May 1988, ambient noise experiments in the low-frequency
and mid-frequency region (50-300 Hz) were conducted by MPL. The October 1985 data were obtained
with the 48-element, uniformly spaced (d = 2.4 m, half-wavelength at 309 Hz), NORDA VEKA array.
The April/May 1986 data were obtained with a 27 element, uniformly spaced (d =3.46 m, half-
wavelength at 217 Hz), MPL array. Both arrays were suspended in the vertical from FLIP and centered
on the sound axis (z = 750 m). FLIP was in a tight, three-point moor at 32° N, 124" W for the October
1985 data and dnfting slowly for the April/May 1986 data. Three separate stations at 32° N were
established during the course of the April/May 1986 experiment (see Figure 1): (1) 124° W, (2) 136" W,
and (3) 150° W. Note that the first station is identical with the location of the October 1985 ) .
experiment. Significantly different weather conditions were observed at the three stations during the
two experiments.

The NORDA VEKA array data discussed here were taken with a sampling rate {_ =907 8 Hz and
the MPL digital array data were taken with a sampling rate of fs = 1176 Hz. The results in the next
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section were produced with a FF'T beamformer. The along-channel FFT’s were 50% overlapped and
8192-points in length. A Kaiser-Bessel window (o = 2.5) weighted the data prior to each FFT. The
cross-channel FF'T’s were 512-points in length where the (complex) data first was windowed with a 48-
point (NORDA VEKA array data) or a 27-point (MPL digital array data} Kaiser-Bessel window (a =
15) and then zero-padded out to the FFT length. For this value of a. the first sidelobe is -35 dB.

3. Discussion

Analysis of this data indicates a strong relationship between wind speed and the characteristic
vertical directionality of the ambient noise The following examples from the analysis are provided in
the Figures 2-5 (see i5i for the complete analysis results):

(1)  October 1985 (NORDA VEKA 48-element vertical array)
(a) 32°N, 124° W (Tape #85010. wind speed 6 kts)

{2)  April/May 1986 (MPL 27-element veruical array)
(a) 32" N, 124" W (Tape #6060, wind speed 22 kts)
(b) 32'N.136'W (Tape #86217. wind speed 17 kts)
(c) 32°'N.150°'W (Tape #86180. wind speed 10 kts)

The figures display the time-evolving vertical directionality of ambient noise in a narrow band centered
at 200 Hz (positive angles refer to downward lcoking beams). The plots have been calibrated to report
ambient noise power spectral density per Hz per degree v, vertical angle (dB re 1 uPa/VHzDeg)

A number of observations can be made by comparing the waterfall plots from the three stations
Under calm weather conditions (Tapes #35010 and #86180), the vertical distribution of ambient noise
clearly is concentrated within approximately +15° of the horizontal Under poor weather conditions
(Tape #86060), high wind speed has the effect of filling in the higher vertical angles while leaving the
level within the low-angular region unchanged. Under intermediate weather conditions {Tape #86247),
a transition between these two characteristics oceurs which 1s frequency dependent (in the case of Tape
#6247, the transition occurs in the the 125-150 Hz region). This frequency-dependent transition
charactenistic is consistent with single hydrophone measurements reported in the literature (e g ~ee 0
where ambient noise levels above 100 Hz were very sensitive to wind speed while ambient noise levels
below 100 Hz showed no wind speed dependence at all)

From 75 to 300 Hz, the change in the vertical distribution of noise with wncreasing range from
coastal shpping (especially at higher frequencies) was 1n a manner consistent with the effect of chemical
absorption on low-angle noise due to coastal shipping (see [5]) Whereas a shipping noise pedestal at low
angles 1s observed at all frequencies at short range, at long range the absorption effect makes the
vertical distribution of ambient noise more 1sotropic at higher frequencies than at low frequencies.

4. Summary

Downslope conversion of coastal shipping noise has been discussed as being a major contributor to
the low-angle noise distribution in the vertical plane {angles close to the horizontal). The results
reported here on the vertical directionality of ambient noise as a function of longitude are consistent
with this hypothesis. Sound absorption in seawater appears to diminish the low-angle energy as a
function of distance from the coast with the effect being more pronounced at higher [requencies than at
lower frequencies.

Due to substantial differences in weather at the stations, these measurements also provided an
opportunity to observe the effect of weather on the vertical distribution of ambient noise. Under calm
weather conditions, the vertical distribution of ambient noise clearly 1s concentrated within
approximately £15° of the horizontal Under poor weather conditions. high wind speed has the effect ¢
filling in the lugher vertical angles while leaving the level within the low-angular region unchanged
Under intermediate weather conditions, a frequency-dependent transition between these two
characteristics occurs which is consistent with single hydrophone measurements of wind speed
dependence
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Results are reported from an experiment, conducted in 1987, in which an ocean hottom
seismograph array of 150-m aperture and minimally redundant design was used to record the

ambient noise in deep water off the California coast. The mimmum interelement spacing
among the nine instruments was 8 m. The coherence lengths observed imply that the noise
field in the 0.05- to 5-Hz band are fundamental and higher-mode Rayleigh/St::neley/Scholte
waves and the relative amplitudes of the modes imply that the excitation occurs within 20 km
of the array. These observations imply that the noise energy is scattered into the seafloor
waveguide at the boundaries of the sediment pond in which the array was sited. The

implications for sub-bottom sensors are discussed.
PACS numbers: 43.30.Nb, 43.30.Ma

INTRODUCTION

Observations of ambient noise on the seafloor are being
increasingly made at lower frequencies. Below 5 Hz, the
oceanic microseism becomes the dominant source of noise.
1t is widely accepted that the microseism energy is the result
of a highly efficient nonlinear interaction between ocean sur-
face wave trains. However, the way in which this energy
couples into ground motion is less well understood, due to a
shortage of appropriate ocean floor measurements.

On land, important advances in the study of low-{re-
quency ambient noise were made with the advent of Jarge-
scale seismome ter arrays.'- Sensor arrays enable the decom-
position of the observed wave field into spatial {requencies,
facilitating the identification of the mode of propagation.
Until recently, there have not been any similar arrays of seis-
mometers placed in the ocean. Ocean floor noise measure-
ments have largely consisted of small numbers of instru-
ments™*

In April and May of 1987, an array of ocean bottom
seismometers (OBS) was placed in a deep oceanic basinina
cooperative effort between the Scripps Institution of Ocean-
ography (SIO) and the Naval Ocean Research and Devel-
opment Activity (NORDA) [now the Naval Oceanic and
Atmospheric Research Laboratory (NOARL)]). The pur-
pose of this deployment was to measure the spatial charac-
teristics of ambient noise on the ocean floor at small length
scales.

This paper will be concerned primarily with the spatial
coherence measurements made by the array. Wave-number
spectra are another, very interesting observable from array
data; but they are more sensitive to errors in sensor location
and timing, and therefore will be discussed in a separate pa-
per.

We conclude from the observed spatial coherence that
Stoneley waves are an important component of ambient
noise on the deep seafioor between 0.8 and 5 Hz. The depth
of the ocean at this site is too great for direct excitation of
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these slowly propagating waves by the ocean surface wave
field. Their presence requires that the ambient acoustic noise
field be scattered at the ocean floor or within the sedimenta-
ry layer.

I. EXPERIMENT DETAILS

The OBS array, code named “CIRCUS,” was deployed
in the deep ocean, off the Patton Escarpment, which is the
edge of the continental borderland off southern California
(Fig. 1). The site was near DSDP hole 469 at a water depth
of 3800 m. Reflection profiles and drill logs from this hole
show sediments composed largely of clays and calcareous
oozes, with compressional wave velocities ranging from
1500 t0 1600 m s ' (see Ref. 5).

This area was also the site of another seismic experiment
where explosives were detonated on the ocean floor to gener-

40°N

35°N

30°N
130°W

125°W 120°W 115°W

FIG 1 Location map for the CIRCUS array deployment. The sste s« at full
ocean depth just to the west of the California borderland.
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ate Stoneley/Scholte waves on the water-sediment bound-
ary.® The energy of the interface waves was mostly confined
to the range 1-5 Hz and the attenuation was very strong
(Fig. 2). The dispersed wave from a 5-Ib explosion became
undetectable beyond a distance of 1.2 km. Dispersion analy-
sis of the interface waves yielded shear wave velocities
between 40and 100 ms ™" in the upper 40 m below the ocean
floor The wavelength of the Stoncley waves was determined
to be on the order of 100 m. Results from this experiment
have a bearing on the array measurements th two ways. The
CIRCUS array was an effort to observe naturally occurring
Stoneley waves and therefore had to be designed with a very
fine spatial sampling to avoid aliasing the measurements,
Additionally, it will be shown that the phase velocity disper-
sion of the medium, as measured from the controlled
sources, has a strong effect on the spatial coherence field.

A minimum redundancy array design’ was used for the
array to simultaneously maximize the array aperture while
maintaining the necessary fine element spacing. The design
is shown in Fig. 3, along with the actual sensor positions
achieved by the deployment. The emplacement of a 100-m
aperturcarray at adepth of nearly 4 km represented a signifi-
cant technical challenge. The Deep-Tow system of acoustic
transponder networks and wire-supported vehicles™® made
this task possible. The basic elements of the system are
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FIG 2 Dispersed wave train from an ocean bottom shot and multiple win.
dow dispersior 1nalysis.
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FIG. 3. Mimmum redundancy design for the OBS array and realized sensor
positions

FIG 4 Essential components of the OBS deployment The OBS package
hangs beneath the Thruster unit. The Thruster 1s connected by wire to the
ship on the surface but has limited maneuverability of its own The position
of the Thruster 1 monitored by exchanging acoustic pings with a net of
transponders fixed to the ocean bottom.
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shown in Fig. 4. Details of the deployment will be described
in a later paper.

The OBSs were emplaced within 5 m of their target posi-
tions with two exceptions. In one case, the sensor packages
was of a different configuration and did not fit on the tow
vehicle's release hook. In the other case, an impending ex-
plosive shooting schedule would not permit the vehicle's 6-h
round trip to the bottom. Both times, it was necessary to
deploy the instruments in the conventional manner of releas-
ing them at the ocean surface and letting them free-fall
through the water. One of these OBSs is the one that is offset
by 80 m from the array center (Fig. 3). Though unplanned,
this large separation turned out to be of benefit to the inter-
pretations.

The twelve SIO and NORDA scismographs were of the
same design with only minor differences. The model has
been in use at Scripps for nearly a decade.'” The sensorsare a
triaxial configuration of seismometers and a pressure sensor
The seismometers are Mark Products model L-4C with a
resonant frequency of | Hz. Two different types of pressure
transducers were used: an Ocean and Atmospheric Systems
model E-2DP crystal hydrophone, and a differential pres-
sure sensor of a design by Cox et al."' In this paper we report
only on data from the vertical seismometers.

The sensor output is fed through a variable gain preamp
with a 54-dB range. The amplification level is determined
independently for each channel by a long-term average of the
ambient noise. The site was remarkably quiet, and the gain
was usually at its maximum setting. The signal is further
conditioned by a prewhitening filter and anti-aliasing filters
with a cutoff frequency of 30 Hz. Figure 5 shows the transfer
function for the seismometer channels.
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A 12-bit digitizer operating at 128 samples per second
converts the signal to digital form. The digitized data are
stored tn a 128-kbyte buffer and written to tape after the end
of the recording window so that the mechanical movement
of the tape does not affect the signal. The buffer memory has
a capacity of 227 s of four-channel data at a rate of 128 Hz.
The OBSs have since heen extensively modified to reflect
newer technology, with a new microprocessor and a large
increase in recording capacity

Nine of the thirteen instruments deployed returned us-
able data. In Fig. 3. these are marked by the filled triangles
Of the capsules that did not return data, one failed to resur-
face, two suffered malfunctions of an experimental data re-
corder, and one was not diagnosed.

II. SPECTRAL ANALYSIS

Spectral estimates were computed using the multiple
prolate spheroidal taper method.'? In this technique, the
data are"windowed" by the N lowest-order prolate spheroi-
dal wave functions, where N is dependent on the desired
time-bandwidth product, and the spectrum (or cross-spec-
trum) estimator is a weighted average of the transforms of
the windowed data. The frequency-dependent weights are
adjusted to minimize a combination of variance and spectral
leakage. The multiple taper method provides excellent pro-
tection against spectral leakage from adjacent frequency
bands. An added benefit is that error estimates can be com-
puted for the spectra, coherence, and phase. Since the spec-
tral estimate is computed from a set of windowed trans-
forms, 1t 1s possible to form a *jackkmife’ estimate of the
variance by using all possible combinations of the windowed
transforms.'* A time-bandwidth product of 4 was used to
compute the tapers, resulting in up to 16 degfees of freedom
for the estimate. Generally 32- or 64-s segments of data were
analyzed with an inherent resolution of 0.5 and 0.25 Hz,
respectively.

Figure 6 shows an acceleration spectrum computed
from a typical recording window. A noise spectrum from a
quist continental site is shown for comparison. The usual
features of ambient noise spectra at infrasonic frequencies
are evident. The microseism peak is the power maximum at
0.16 to 0.2 Hz. This feature has been studied extensively for
many years and is due to acoustic energy created at the ocean
surface by a nonlinear nteraction of ocean swell sets and
which propagates with little attenuation to the bottom to
excite Rayleigh waves in the oceanic crust. The so-called
*“noise notch” is a quiet band at frequencies below the micro-
reism and extending down to 0.02 Hz.'*-' This represents a
frequency regime between the ocean swell and very long pe-
riod gravity waves. OBS system noise begins to dominate our
results below 0.06 Hz. There is commonly a subsidiary peak
near 1 Hz. The slope of the spectrum differs above and below
the peak. The frequency of this peak varies markedly with
time and appears to be controlled by wind state. At 5 Hz the
slope of the spectrum changes drastically. Power above this
frequency 1s affected by surface wind and ship traffic. At the
quietest times, OBS system noise again becomes dominant.

Figure 7 is a measurement of mean squared coherence
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FIG 6. Noise spectra from an OBS duning CIRCUS (solid) and from a
quict continental site (dashed) at Queen Creek.'*"?

between the vertical seismic components of a pair of instru-
ments separated by 123 m. The heavy line is the estimate and
the light lines are 95% confidence intervals on the estimate.
Where the lower limit is positive, the coherence is reliably
nonzero.

With a variety of offsets between sensors it is possible to
make direct observations of the spatial coherence. The nine
instruments give 36 different sensor separations. All the sep-
arations greater than 80 m are relative to OBS |, which was
separated from the rest of the array. The mean-squared co-
herence asa function of frequency and separation isshown in
Fig. 8 for a particular window. The full two-dimensional
coverage is created by a spline interpolation of the 36 sets of
intersensor coherence estimates. The plot is typical of the
observations at this site. There are two bands of high coher-
ence, below 0.4 Hz and between 0.8 and 3 Hz. Between those
two bands there is a notch of lower coherence that widens
with increasing separation. This pattern is characteristic of
the obssrvations for the duration of the experiment. The
depth of the notch may vary to some degree, but the notch
edge frequencies did not vary.

Iil. COHERENCE MODEL

We explain the observed spatial coherence by the mode
of propagation of noise energy in this environment. The co-
herence model will be developed from a combination of a
distributed source function and the decomposition of hori-
zontally propagating energy into seismic modes.

The ambient seismic noise field derives its characteris-
tics from three processes: the source of energy, the coupling
of energy into the seismic medium, and the propagation of
energy in the elastic medium. The first is explained satisfac-
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torily by the theory of Longuet-Higgins'’ and Hassel
mann.'® Under certain conditions, ocean surface swell can
generate pressure fluctuations that reach the ocean floor un-
attenuated. For the second process, pressure fluctuations
can couple into seismic wave propagation in the ocean floor
when their wave number is equal to that of the resonant
modes in the elastic medium. The wave number of the pres-
sure fluctuations, because they propagate through the water,
is limited to the range |k|<w/q, where a is the acoustic ve-
locity of water. However, high wave-number (low-velocity)
seismic waves are observed on the ocean floor, and their exci-
tation requires a different interaction that is not well under-
stood. The last process, the propagation of energy in the
elastic medium, will be the focus of this section. The ob-
served spatial coherence puts strong constraints on the na-
ture of the seismic propagation between the coupling region
and the receivers.

Motion of the ocean floor is forced by the pressure field
induced by ocean surface waves in a limited region directly
above. Seismic waves radiate out from each point on the
ocean floor in all directions On a purely flat bottom, the
efficiency in which this motion is converted into prapagating
seismic waves depends on whether the wave number of the
incident pressure field matches the wave number of a seismic
mode in the ocean floor. However, because of topographic
and subsurface effects, the efficiency of conversion may vary
from point to point. The seismic field at any given point is
therefore considered to be a harmonic wave field with energy
that is a function of azimuth.

The spatial coherence can be determined from the direc-
tivity function.'® 2" This 1s accomplished by integrating the
harmonic wave field over azimuth

2
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FIG. 7. Coherence between the vertical sensors for OBS | and OBS 13,
separated by 123 m The upper and lower traces are the 95% confidence
limits.
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where A(0) is the azimuthally dependent incident field
strength. For an isotropic distribution, the directional spec-
trum is A(8) = 1, and the result

K(fir) =Jylk(Nr]. 2)

where J, is the zero-order Bessel function, can easily be de-
rived.

Measurements of the ocean surface wave directional
spectrum  have  shown that the function
A(6) = cos” [I(8 ~ 6,) ] is an adequate model a for wave
directivity.”* In this representation, 4 = 0 corresponds to an
isotropic distribution of energy, and 4 = o correspondstoa
plane wave propagating in the @ = 6, direction. The param-
eter st may, in general, vary with frequency.

Webb™® derived a general expression for the coherence
between a sensor at the origin and a sensor at the point (7,8)
as a function of the beam parameter yu:

K(frgy= S C.td (k(firfcos (n(8= 6],  (3)
ne0

where
2
C, = 2[ r(i‘_ + 1)
2

x[r(-’;-+n+ 1)1‘(% —n+ 1)]"}.

where T'(s) is the gamma function. For even integer values
of p, the series truncates at n = u/2. Figure 9 shows
squarer spatial coherence for a variety of beam parameters.
The features to note are: first, that as 4 (the narrowness o}
the beam) increases, the spatiai coherence length increases;
and second, that the spatial coherence depends on the wave.
length by way of the wave number in the argument of the
Bessel function.
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FIG 8 Coherence between the vertical seis-

1 mometers forall active sensors for recording
window 229 The ranges are discrete and the
data were regridded

MSC
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Since the coherence length depends on the wavelength
of the propagating energy, we will incorporate reahstic fre-
quency-dependent wavelengths derived from synthetic dis-
persion curves. The dispersion was computed from a materi-
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FIG. 9. Theoretical coherence as a function of distance for four different
beam parameters.
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FIG 10 Velnaty madel derived from matching computed modes to ab-
served dispersion of the ocean hottom shot data.

al property model inferred from past surveys. The model of
Sauter ef al.* achieved a good fit to the observed Stoneley
waves in the frequency range of 0.5 to 3 Hz. We are interest-
ed in modeling the coherence to even lower frequencies, and
since Sauter ef al.’s" model only extended to a sub-bottom
depth of 50 m, we have supplemented it with a crustal model
from Spudich and Orcutt?? (Fig. 10), which was inferred
from seismic refraction observations in the Pacific Ocean off
the coast of Mexico.

Dispersion curves were calculated using a normal mode
formalism?' as implemented by Gomberg and Masters.?
This method is based on the Thompson-Haskell matrix but
avoids much of the numerical instability that plagued earlier
versions.

The phase velocity dispersion curves for the first four
modes are shown in Fig. 11. For mode 0, the phase velocity
undergoes a drastic change at 0.5 Hz as it makes the transi-
tion from the Rayleigh wave regime to the Stoneley wave

Phase Velocily Dispersion

Rayleigh

Phass Velocity (m 3')

LA00 1 i F o | il
10-' 10° 10!
Frequency (Hx)

FIG 11 Dispersion curves computed from velocity model in Fig. 10. The
velocity 1.Skms ' represents the compressional slowness of water. Propa-
gation at lower velocity 1s evanescent into the water column and represents
Stoneley waves.
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FIG 12 Wavelengths determined from the phase velocity dispersion func-
tion.

regime. At the ocean floor, the Stoneley (or Schoite) waves
are a continuation of Rayleigh waves to velocities lower than
the acoustic velocity in water, 1.5 km s~ (c.f.Tolstoy®*).
When the phase velacity is less than the propagation velocity
in one of the adjacent layers, the wave becomes evanescent in
that layer and becomes bound to the interface, in this case
the acean floor.

To use these values in the coherence model, the phase
velocities are converted to wavelength through
ACS) =c(N/f. Wavelengths are shown for the first four
modes in Fig. 12. The line labeled"‘water" corresponds to a
wave propagating horizontally in the water. The 1// depen-
dence of the water wavelength shows up as a straight line on
the log-log plot.

Spatial coherence is calculated from the wavelength
with Eq. 3. Wavelength was shown up to 10 km in Fig. 12,
but the CIRCUS observations of coherence were limited toa
distance of 156 m; all subsequent figures will have an upper
limit of 156 m. Figure 13 shows the spatial coherence calcu-
lation from mode 0 only and an isotropic energy distribution
(u=0).

Comparison of the model in Fig. 13 with the observa-
tions in Fig. 8 shows that the cutoff of the low-frequency,
high-coherence band at 0.3 Hz is accounted for by mode O.
However, in the data, the coherence length increases again at
0.8 Hz. Higher modes have longer wavelernigths and there-
forelonger coherence length, so the data suggest that higher-
mode Stoneley waves predominate between 0.8 and 4 Hz.
The present model can be generalized to account for this
possibility.

For any given mode at a particular frequency, the coher-
ence between two sensors will depend on the coherence
length of the mode. If more than one mode is present, they
will have different coherence lengths, and will make differ-
ent contributions to the measured coherence. The squared
coherence for a signal consisting of modes 0 through N can
be shown through some straightforward but tedious algebra,
and under some assumptions, to be
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where K, ( f,r) and §, (/) are the coherence and power for the
ith mode, and K(f;r) and S(/) are the coherence and power
for the combined signal. The critical assumptions are: (1)
that there is no coherence between the separate modes at the
receiver, and (2) that the signal power is approximately
equal at each receiver. The first assumption is justified by the
fact that the different modes have large differences in phase
velocity, and the noise source has a limited coherence time.
The second assumption is acceptable when the distance
between the sensors is much smaller than the distance to the
source. The cross-power terms in Eq. (4) are limited by
2/N? and are thus relatively small.

Modespectra [Fig. 14(a) ] can becamputed at thesame
time that the dispersion curves are determined. The propor-
tional power of each mode among the first four is shown in
Fig. 14(b). The power in the higher modes becomes greater
than the power in the fundamental mode at about 0.7 Hz.
The frequency at which this occurs controls the location of
the low-frequency edge of the intermediate frequency, high-
coherence band. A coherence model using an isotropic noise
energy distribution (u = 0) and these weights is shown in
Fig. 15. A second calculation with the same weights and a
beam parameter of ;1 = 4 generated Figure 6. Comparison
of these models with the observations ( Fig. 8) reveals a good
match to the gross behavior of the spatial coherence. The
model explains the band of high coherence between 0.8 and 5
Hz, and the low-coherence notch between 0.4 and 0.8 Hz.
The narrower beam model ( Fig. 16) predicts to depth of the
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FIG. 14 (a) Power spectra for the first four modes, computed for a source
distance of 20 km and a depth of 1 m below the ocean bottom (b) The
proportion of vanance 1n each mode to the total vanance
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low-coherence notch more accurately. The coherence
between sensors has a dependence on the angle of the separa-
tion relative to the azimuth of the main beam direction (for
beam parameters greater than zero). The calculation in Fig.
16 assumes that the array is aligned along the beam direc-
tion. Inclusion of the angular dependence makes the model
more ragged, increasing the similarity with the data in a
qualitative way, but not bump for bump.
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7 FIG 15 Coherence model using the
mode vanance partitioming of Fig. 14
and a beam parameter of O
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A plot of the mode Q (Fig. 17) helps to explain the
energy partitioning. Mode @ is computed by a inner praduct
integral over depth of the wave energy function and the ma-
terial Q:

,;'-_-Af"'E.(uzu)Q;WE,pQ; 'dz, (5)
0

were O, is the Rayleigh mode Q, 4 is a normalizing factor,

maedes 0-3
disiance = 15

1 FIG. 16. Coherence model as in Fig
15 but with a beam parameter of 4
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F1G. 17 Rayleigh mode Q computed for a source distance of 20 km.

and E, and E, are energy functions for compressional and
shear waves, respectively, and Q, and Q, are material
compressional and shear Q. This quantity is a spatial Q and
therefore depends implicitly on the phase and group velocity
of the mode (cf. Aki and Richards®*). Very low values of @
occur at frequencies where the ratio of group velocity to
phase velocity is lowest, because at those frequencies, the
energy takes a long time to propagate to the receiver. The
highest values of Q occur when the phase velocity is near 1.5
km s~ '; most of the mode energy is in the water column,
which has a comparatively very high Q. The effective Q of
the mode can thus be higher or lower than the material Qin
any of the layers of the ocean floor.

The shape of the power spectra depends in a complicat-
ed way on the depth of the source and the source-receiver
distance. The example in Fig. 14 was computed for a source
depth of 1 m below the ocean floor and a distance of 15 km.
The depth and distance are free parameters and they were
chosen to make the closest fit between observation and mod-
el. The eigenfunction for the fundamental mode has its high-
est amplitude near the ocean floor. Mode O is thus excited
strongly by a source near the ocean bottom interface, but
since the Q of the uppermost sediments is low, it is more
strongly attenuated with distance than are the higher modes.
For a deeper source, the fundamental mode is not excited as
strongly, so the power spectrum has less dependence on the
distance. This is summarized by four examples in Fig 18
The frequency at which the higher modes exceed the funda-
mental mode is plotted as a function of distance and depth in
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Fig. 19. The source moment tensor can also affect the excita-
tion of the modes. However, there was insufficient data to
determine a realistic source moment tensor, so a diagonal
tensor has been used in these calculations.

A physical interpretation can be associated with the 15-
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FI1G. 19 Summary of the frequency at which the higher modes become
dominant plotted as a function of source distance for source depth at | and
100 m. The hachure indicates the range of parameter values consistent with
the data.
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km distance value derived from the colierence model. Figure
20 shows a fine scale bathymetric map of the immediate vi-
cinity of the experiment, with a 20-km scale showing the
approximate source distance. Significant topographic fea-
tures are located roughly at this distance, in patticular the
Patton escarpment to the east, and a seamount to the north-
west. The improved fit of the model coherence for yt = 4 over
jt =015 evidence that the incident noise field strength is
asymmetric. This s reasonable in light of the fact that most
of the departures from a flat ocean bottom occur on the
northeast side of the array It 1s likely that inhomogencities

in the ocean bottom boundary can scatter incident waves
into the surficial layer. Levander and Hill>’ showed by nu-
merical modeling how high-wave-number signals generated
at depth (or analogously at the water suriace) can be cou-
pled into low-wave-number signals in the low velocity layer
by scattering at the boundary. Dougherty and Stephen®*
demonstrated how volume heterogeneity could convert inci-
dent body waves into surface waves While we cannot makea
definitive distinction between these two possibilities, the re-
flection profiling data available to us most closely resemble
the assumptions made by Levander and Hill.?’
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FIG 20. Bathymetry of the array vicimty The closest boundaries of the sedimentary basin are 15. to 20 ke distance away.
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1V. DISCUSSION

Measurement with a 150-m aperture array has placed
significant constraints on the coherence of ambient noise
between 0.06 ard 10 Hz. The variation of coherence length
with frequency has suggested a physical model for the am-
bient noise on the ocean floor. The observed pattern of co-
herence is well modeled by a relatively broad beam distribu-
tion of low-order Rayleigh/Stoneley waves. The velocity
and attenuation structure of the clastic waveguide affects the
coherence structure by contralling the relative power of the
different modes as a funciion of frequency and distance from
the source. The coherence field at the CIRCUS site 1s thus
profoundly affected by the low-velocity sediments that cover
the basin. In the framework of this madel, the band of high
coherence length between 0.8 and 4 17 suggests that seismic
waves that comprise the noise are exgited at a distance of 15
to 20 km from the array site, or alternatively at a depth
greater than 100 m below the ocean floor, Eather of these
possibilities implies that the energy that is created at the
ocean surface by the wave-wave interaction is scattered into
the sedimentary layer at the boundaries of the basin,

The good fit of this model to the observed coherence
indtcates that, at this site at least, scattered energy is a more
important source of seismic noise than 1s direct radiation
from the sea surface above the sensors. This is in contrast to
observations in shallow water where Kibblewhite and
Ewans’® have shown that direct radiation from the nonlinear
wave-wave interaction produces the observed spectra and
where Schmidt and Kuperman' have demonstrated that
seafloor noise in shallow water 1s excited by direet coupling
of sea-surface noise into the waveguide through the evanes-
cent part of the wave function

The coherence length of ambient noise has important
consequences for the design of arrays to be used for sensing
known signals. The gain of the array only becomes substan-
tial if the sensor separations are greater than the coherence
length of the noise. Here the noise has short wavelengths and
sensor groups that can be used as wave-number filters to
suppress short-wavelength noise while leaving longer-wave-
length signals (from ships, earthquakes, or explosions) un-
impaired. This techniqueis widely used in sensor arrays used
in reflection seismology both on land and in towed hydro-
phone arrays at sea.

At this site, the coherence length varies strongly with
frequency. The array was too limited in extent to make spa-
tial measurement below 0.1 Hz, but for higher frequencies,
we can conclude that an observation array should have a
group spacing of no less than 50 m, as long as the signal of
interest has a substantially longer wavelength. If the signal
and noise have roughly the same wavelength, more sophisti-
cated data processing schemes will be required to separate
them.

The decomposition of the noise field into seismic modes
also has an important bearing on sub-bottom scismometer
deployments. The justification for making the effort to de-
ploy sensors in a borehole is that there is a potential for im-
proving the signal-to-noise ratio of teleseismic signal. The
degree to which this is true is a consequence of the depth
dependence of the ambient noise compared to that of the
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desired signal. Body waves are often of interest, especially at
frequencies above 0.1 Hz, and their amplitude does not de-
pend directly on the distance from the seafloor. This study
suggests that noise near the ocean floor consists predomi-
nantly of interface waves. The depth dependence of interface
waves can be determined from the mode structure. At this
site, the Rayleigh mode is the primary contributor to noise
below 0.8 Hz. Above that, up to about 5 Hz, higher Rayleigh
modes have ngher amplitudes The higher modes decay less
raptdly with depth than the fundamental mode so it is impor-
tant to consider their effects when determining the depth of
the sensor. :
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Simultaneous Operation of the Sea Beam
Multibeam Echo-Sounder and the
SeaMARC II Bathymetric

Sidescan Sonar System

CHRISTIAN de MOUSTIER, Memaer. e, PETER F. LONSDALE, anp ALEXANDER N. SHOR

Abstract— A cecent experiment shosrd the Scripps [natitution of
Oceanography's (SI0) R.V. Thomas Washington demonstrated the
seafloor mapping advantages (o be derived from combining the high-
resolution bathymetry of a multibeam echo-sounder with the sidescan
acoustic imaging plus wide swath hathymetry of a shallow-towed bathy-
metric sidescan sonar. To avoid acoustic imterferences between the ship's
12.kHz Ses Beam multibeam echo-sounder snd (he Hawali Institute of
Geophydics' 11-12-kHz SeaMARC 11 hathymeltric sidescan sonsr sys-
tem during simuitaneous operations, Ses Beam transmit cycles were
scheduled sround SeaMARC 11 timing events with & soend source syn-
chronization unit originally developed at Scripps for concurrent single-
chaunel sefsmic, Ses Beam, snd 3.5-kHz profile operations. The schedul-
ing algorithm implemented for Ses Beam plus SesMARC 11 operations
is discussed and (he first resuits of their combined seafloor mapping
capabilities are presented.

I. INTRODUCTION

THE LAST decade seafloor swath mapping systems us-
ing multi-narrow beam or bathymetric sidescan sonar tech-
nologies [1} have gained widespread use both in the research
field to study seafloor geomorphology and in commercial ap-
plications such as reconnaissance seafloor surveys for subma-
rine cable routes. Multi-narrow beam echo-sounders typically
use hull-mounted sonars and an echo processor to give high-
resolution bathymetry over a swath ranging from 75 to over
200% of the water depth. By comparison, bathymetric side-
scan systems use a towed sonar and shipboard echo process-
ing to produce both a high-resolution acoustic image of the
seafloor and bathymetry over a swath often greater than three
times the altitude of the tow body above the seafloor.

For deep-ocean survey work, two systems have been widely
used by the oceanographic research community in the United
States: The Sea Beam multibeam bathymetsic survey sys-
tem {2], [3], which uses hull-mounted transducer arrays, and
the SeaMARC 11 bathymetric sidescan sonar system (4], 5],
which uses a sonar package towed 400 to 500 m behind
the ship and about 100-m below the sea surface. Advocates
of each technology tend to focus on each system's advan-
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tages: High-resolution bathymetry, continuous operation, and
“turn-key™ convenience for hull-mounted multibeam systems
versus wide coverage, acoustic imaging, and portability for
towed sidescan systems. However, given that both the high-
resolution bathymetry of the muitibeam systems and the tex-
turak jnformation derived from seafloor acoustic images pro-
duced by the sidescan systems are very useful for solving
geomorphologic and tectonic research problems, it would be
advantageous to operate these systems simultaneously (Fig.
1). But because the Sea Beam and SeaMARC II systems op-
erate at almost the same acoustic frequencics (12.158 kHz for
Sea Beam, Il kHz (port) and 12 kHz (stbd) for SeaMARC
if), they cannot be used concurrently without interfering with
cach other unless the transmit sequences of both systems are
controlled. The simplest control algorithm which would aliow
the simultaneous operation of the two systems with minimum
mutual acoustic interference merely permits each system to
transmit on alternate pings at the end of the receive window of
the other one. Although simple, this method is very inefficient.

A more elaborate algorithm has been developed and was
implemented in May 1989, during Leg 18 of the Roundabout
expedition of the Scripps Institution of Oceanography’s (SIO)
R.V. Thomas Washington. This algorithm takes into account
the timing requirements of both systems and schedules the
Sea Beam transmit sequences for optimum data density in a
dual operation. Timing events were controlied by a sound-
source synchronization unit originally developed by SIO’s
Shipboard Computer Group to schedule the firing rates of a
single-channel seismic system, the Sea Beam system, and a
3.5-kHz subbottom profiler [6). In the following we describe
the timing requirements of the Sea Beam and SeaMARC 11
systems and the algorithm developed to synchronize them for
simultaneous operation. We then present the first results of
this joint operation.

11. Sea Beam TimiNG

The Sea Beam system derives its depths measurements from
a set of 16 preformed acoustic beams spaced roughly 2-2/3°
apart, with beam widths of about 2-2/3° at the half-power
points. Together, these beams delimit an angular sector of
about =+ 22° on either side of the ship’s vertical axis. These
beam directions are fixed within the ship’s reference frame.
Roll and refraction corrections are performed by the Sca Beam
echo processor before the depths and horizontal distances are
computed for each transmission cycle.

0364-9059/90/0400-0084501.00 © 1990 [EEE
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side W (horizontal range):

Rss = tpq/ cos(a tan(2W [ctpq)) )]

where ¢ is the nominal sound speed in seawater expressed in
meters per second, and Ry, represents the minimum repetition
rate for a given depth below the tow vehicle.

In contrast to the sidescan subsystem, the bathymetry sub-
system acquires data to a limiting angle rather than a horizon-
tal range as in (2). Bathymetry is derived from measurements
of the phase differcnce of echoes received at two transducer
rows separated by about half a wavelength in a plane parallel
to the face of the corresponding acoustic array. These phase
angles arc sampled at 4 kHz and binned into a two-dimensional
histogram of phase angles versus time after bottom detection.
These data are subjected to modal picking (selecting the time
bin with the largest number of samples in each angle row)
and filtering to extract a table of arrival times as a function of
the phase angle for each transmit cycle. A simple theoretical
relationship ties differential phase angles ¢ to acoustic arrival
angles 8,, formed by the direction »f the incoming sound en-
ergy and the normal to the face of the array:

~ . Ao
8, = arcsin (5;5)

where A is the acoustic wavelength, and D is the distance
between the acoustic centers of the two rows. However, as
described by Blackinton (5], because (3) assumes ideal array
beam patterns and does not take into accorat sound refraction
effects through the water column, it is not sufficient to obtain
accurate bathymetry with the SeaMARC II system. Instead,
phase angles are converted directly to depths and horizontal
distances through a table lookup process. The lookup table
is determined empirically by running the sonar system over a
“known™ portion of the seafloor in the vicinity of the survey
area.

In the bathymetry subsystem, the reception window over
which useful phase angle measurements are obtainable is lim-
ited by (i) the near-nadir insonification effects, (ii) interfer-
ences from bottom multiples, and (iii) decreasing signal-to-
noise ratio for signals arriving at the two rows from far ranges,
yiclding large. variances in the phase-angle measurements and
estimates of depth that are unreliable.

Differential phase measurements are unreliable for echoes
received near nadir because the outgoing acoustic pulse in-
sonifies instantaneously a large area of the seafloor, resulting
in a low spatial coherence between the bottom echoes received
at each transducer row. In the SeaMARC II bathymetric sub-
system this results in a blind zone spanning roughly =+ 10°
on cither side of the vertical incidence. By analogy, a multi-
beam echo-sounder is beam-limited in the near-nadir region
as the puise insonifies an area larger than the beam footprint.
Movin,, away from the nadir, the pulse begins to “propagate
horizontaily™ and the backscatter process is pulse limited, al-
fowing discrete phase measurements.

The first bottom multiple is the acoustic enargy that traveled
from the tow vehicle to the bottom, to the sea surface, back
to the bottom, and then back to the tow vehicle. This signal

3)
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arrives at the cow vehicle at the same time as a bottom echo
at incidence anc'c 8, such that:

0., = arcos (ﬁ;ﬁ‘;) 4)
where F, is the altitude of the tow vehicle above the bot-
tom, and F, 1s the depth of the tow vehicle below the sur-
face. Because in most cases the SeaMARC 1 tow depth is
small (typically about 100 m) compared to the total water
depth, 8, is usually a few tenths of a degree greater than
60°. In addition, the time-picking algorithm used during real-
time processing does not give reliable resuits beyond the first
battom multiple. Therefore, to avoid acquisition of differential
phase data from bottom multiples and multiple target reflec-
tions that would potentially contaminate true bottom returns,
the bathymetry reception window is forced to close at (or be-
fore, as in (7), below) twice the bottom detection time, which
corresponds to the arrival at 60° incidence. With this limiting
angle and the roughly half-wavelength spacing between the
transducer rows, the measured phase angles do not overlap
(wrap around 2x) within the reception window except over
extremely steep topography where duplicate phase angles can
be received. Thus for the bathymetry subsystem the minimum
repetition rate Ropmp is:

Rimp = 2lbd~ (5

The 60° bathymetry swath width and .me one-sided sidescan
swath width coincide for F,, such that:

F.=W//3. (6)
For a one-sided swath width W of 5120 m, this corresponds
to a tow vehicle altitude F, of 2956 m or a bottom detection
time of 3.94 s. Therefore, the sidescan mode determines § ea-
MARC II timing for bottom detect times below 3.94 s, and
the bathymetry mode controls the timing above 3.94 s.

For bottom detection times greater than 4 s, a further timing
limitation is imposed by the SeaMARC Il hardware in the
bathymetric subsystem. Binary counters determine the time
window over which phase data are sampled by using a linear
function of the bottom detection time. Starting at 4 s, the
window closes at

Rsmy =0.75tp4 +5. (@)
With the existing SeaMARC 1 sidescan swath limit of 10.24
km, even this narrowing imposed on the bathymetric swath
will yield swath widths greater than 10 km for vehicle alti-
tudes where bottom detection times exceed 4 s. In such cases,
bathymetry acquisition continues beyond the sidescan acquisi-
tion.

Subsequent to the joint operation on the Thomas Wash-
ington, an option was added to the SeaMARC Il bathymetry
subsystem to allow acquisition of 4 s of data after bottom
detection, resulting in an alternative to (7):

Repp = tpg +4. - (8)
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Fig. I Geometry of a dual Sea Beam-SeaMARC 1l operation
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Fig. 2 Ath hips g y. a isthe b slope; 8 1s the 1/2 width
of the overail recesving angular sector; F s the point corresponding to the
firs¢ echo arrival: and L is that of the last echo atrival.

With this acoustic geometry, the minimum time interval be-
tween transmissions Ry is a function of the time of first echo
arrival after transmit £ 74, and of the width of the echo recep-
tion window delimited by an angular sector 8 -+ o encompass-
ing the first and last echo arrivals (Fig. 2):

Rsp =ty,/cos(a +6) (1)

where « is the absolute value of the bottom slope in the cross-
track direction, and 0 is half the width of the reception angular
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TABLE |
SFAMARC 1l Siorscan Orrions

Pixel Size (m) 0.5 1 2.5 H S
Swath Width (m) | 1024 | 2048 | s.a20 | 10240 | 10.240
Altitude setiing low low low low _—Im—
Transmit Rep Rate () 1 2 4 8 A6
Min Vehlcle Altitude (m) | 25 50 06 | 250 | 1022
Max Vehicle Altitude (m) | 250 | 500 | 1.250 | 2500 | 10,220

sector plus the ship’s roll angle. For the Sca Beam system,
6 = 22° + roll. For practical purposes the bottom slope o
can be given an upper hmit of 20°, which is representative of
average apparent slope angles measurable in steep topography
with the Sea Beam system.

Aboard the R. V. Thomas Washington the Sea Beam sys-
tem is keyed by the edge trigger of a linescan recorder whose
sweep rate is a multiple of 1 s. As a result, effective Sea Beam
ping rates are set to the nearest integral second after the Sca
Beam ccho processor has cnabled the system’s transmit func-
tion.

For the generation of multibcam echo-sounders developed
in the 1980°s (e.g.. ECHOS XD, EM-12/24, Hydrosweep,
Sea Bcam 2000) with an angular coverage of + 45° or more,
the ship’s roll correction takes place during the beamforming
operation. For these systems, 8 in (1) is only the half-width of
the reception angular sector with respect to the true vertical.

I11. S,eAMARC I TiminG

To operate as a sidescan sonar and a bathymetric mapping
system, SeaMARC [] uses two subsystems that acquire data
independently. Both subsystems begin data acquisition upon
receipt of the first seafloor return, defined as the first echo
whose amplitude exceeds a preset threshold in the bottom
detection circuitry common to both subsystems. Depending
on water depth and swath width, different timing schedules
are used. The digitized sidescan swath contains 1024 samples
per side, and the swath width is determined by the pixel size
selected by the operator according to the vehicle's altitude
above the seafloor. In addition, because the system cannot
resolve pixels in the near-nadir region, it blanks out the first
40 pixels on cach side of the track. Pixel size and vehicle
altitude options, the corresponding swath widths, and transmit
repetition rates are listed in Table I.

In water depths in excess of {000 m the system is usually
operated at a total swath width of 10 240 m with either the
low-altitude option, whose transmit repetition rate is fixed at
8 s, or the high-altitude option, whose transmit repetition rate
is selectable in increments of | s, starting at 8§ s.

Different timing schedules apply to the sidescan or
bathymetry functions depending upor the vehicle's alti-
tude above the seafloor and the pixel size—hence swath
width—selected. For sidescan operation alone the minimum
repetition rate is a function of the time of the first echo ar-
rival or bottom detection time ¢4 and the swath width to one




de MOUSTIER ef a/  SIMULTANEOUS, OPERATION NF SEA BEAM AND SEAMARC 11 87

168 r
ul
’g 12F
w
g o)
2 ot
Y
z
Z s ./ oMIAPC 1 SOF AN + STA RFAM
SoANG B AAIHYUEIRY
4 e — SPARAN
4 — CoWARC 8 SDESCAN
2b / we = = SOOUARC % BATHYMEIRY o SFA BFAM
e SEA BEAM ¢ SHalARC I SCHEOULNG
o 1 ) — 1 1 A l i — )
0 2 4 6 8 10 12 14 18

2 WAY TRAVEL TIME (sec)
{From sea surlace @ normal ncxdence)

Fig. 3 Ping rates for Sea Beam and SeaMARC 1 opesating individually of
Jountly {equations (1), (2), and (7) in text).

Selection of either option depends upon whether the maximum
SeaMARC 11 bathymetric swath width (8) or an increased
transmit cycle frequency (7) is desired.

For bottom detection times less than 4 s, (5) determines
the timing of the bathymetry subsystem. However, for the
overall SeaMARC II timing, when the bottom detection time
is less than 3.94 s, the sidescan timing (2) dominates. Thus
(5) applies only to the interval 3.94 s to 4 s and is ignored
in the combined ScaMARC 1{-Sea Beam operation described
below.

IV. ALGoritHM FOR CoMaINED SEAMARC 11-Sga Beam
OPFRATION

Equations (1), (2), and (7) form the bases of the scheduling
algorithm which allows :he joint operation of the Sea Beam
and SeaMARC I systems. These functions are represented
graphically in Fig. 3, where the ordinate corresponds to the
minimum repetition rates required for each operation, whether
individually or jointly scheduled. Because of its relatively nar-
row swath, the Sea Beam system would normally operate at
ping repetition rates more than twice those of the SeaMARC
1T system for bottom detection times of.4 s or less. In such sit-
uations, interferences of the type illustrated in Fig. 4, where
each system runs independently, would be difficult to avoid
unless the ping rate of the Sea Beam system were slowed
down by running its graphic recorder on a sweep rate of 6 s
or longer.

Because the SeaMARC I system requires longer repetition
rates, it is more practical to schedule the Sea Beam system
based on the ScaMARC Il ping rate rather than vice versa.
This is also true for operational reasons because SeaMARC II,
as presently configured, cannot accept an external trigger, so
it was operated with a fixed transmission repetition rate. With
SeaMARC II set for a 10 240-m total swath width, SeaMARC
1T sidescan timing (2) is used to determine the joint ping rate
for hottom detection times below 4 s; above 4 5, SeaMARC
11 bathymetry timing (7) (alternatively, (8)) is used, yielding
the following algorithm, where

Initialization
W =5120m SeaMARC Il one-sided swath
width,
¢ =1500 m/s nominal sound speed,
a + 0 =45° Sea Beam *“angle of incidence.*
Fa=100m nominal SeaMARC (1 tow depth,
d =450 n nomial SeaMARC I tow distance,
R Sea Beam ping rate (s).
S ship’s speed (mi/s),
A =1/cos(a +0) constant in (1), (9a)
B=2W/c constant in (2). (9h)
For each ping
index = integer (d /{(SR)). (90)

Index is the approximate number of pings required to ac-
count for the horizontal separation betwecn the ship and the
tow vehicle (Fig. 1). The time of first arrival ¢, is estimated
from the shallowest depth measured by the Sea Beam system
during the previous transmission cycle. A different time must
be used foi the SeaMARC II bottom detection time as the
vehicle is usually towed 400 to 450 m behind the ship. With a
ship's speed of 8 kn (4 m/s) and a 12-s transmission cycle, the
SeaMARC 11 bottom detection time ¢4 therefore corresponds
to the shallowest depth measured by the Sea Beam system 10
pings prior, minus the depth of the tow vehicle below the
surface. The SeaMARC IT bottom detection time is then:

thd, = tioinder = 2F g /1. (9d)
Hence the repetition rates for Sea Beam:

Tsp, = Al + A1 — tpg,(1 ~ 1 /cos (atan (B /tpa, ),
0<lpy <4 (9e)

Tsp, = Al + AL +5 ~tpq, /4, 14y, 24 (9n
With (8), (9f) would be:
Tsp, = At, + At +4, tpa, > 4. (9g)

This algorithm is illustrated in the timing diagram shown in
Fig. 5, and the resuits of the corresponding scheduling appear
on a sample of a SeaMARC I real-time raw sidescan record
shown in Fig. 6. To accommodate the longer reception time
required by the ScaMARC II system, Sea Beam is forced to
transmit before SeaMARC II transmits so that it has com-
pleted receiving by the time the SeaMARC I1 receive window
opens (the time of previous bottom detect ~ 0.067 s). The
time interval between transmit pulses (7 in Fig. 5) from both
systems corresponds to the Sea Beam reception time window
plus an adjustment factor At which allows the scheduling al-
gorithm to track the bottom upsiope or downslope along the
ship's track. During this experiment A¢ was set conservatively
tols.

The foregoing algorithm is coded as a FORTRAN 77 pro-
gram which runs on the shipboard VAX 11/730 computer used
for the real-time acquisition and processing of underway geo-
physical data and navigation on the Thomas Washington {7].
Whereas inputs such as depths measured by the Sea Beam
system and the ship’s speed are obtained directly from data
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SeaMARC 11 sidescan record showing Sea Beam interferences accurring when both systems are run simultancously without

synchromzation  Interferences (within dashed areas) are strongest near the center of the swath and on the stathoard side where

the reccivers are tuned to 12 kHz
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Fig 5. Timing diagram for a joint Sea Beam-SeaMARC 11 operation Tey 15 the SeaMARC I ping rate. held fixed in this
application. T'g, 15 the ping rate of the Sea Beam system as determined by the scheduling algonthm and updated at every ping.
4, is the time of the first echo arnval received by Sea Beam, and £a4, 1s the bottom detect tinie for SeaMARC i1, estimated from
the corresponding Sea Beam time a number of pings before Stripped blocks represent the receiving windaws of each system.

For SeaMARC |1, the window length is the largest of the bathymetry of sidescan receive windows

files on the VAX, timing information is obtained through a
sound source synchronization unit (Sync Box) interfaced with
the VAX [6). To tie the sound sources to a common time
base, the Sync Box synchronizes its internal clock with the
trigger pulse of the device given highest priority, and this clock
serves as a reference for scheduling the other sound sources.
Timing events for each source are transmitted by the Sync
Box to the VAX, where a FORTRAN program determines the
optimum firing schedule for the next cycle and transmits the
corresponding parameters back to the Sync Box.

A similar scheme was used to schedule transmissions of
the SeaMARC II and Sea Beam systems. Because it was not
practical to control remotely the SeaMARC I timing with
the hardware configuration available during the experiment,
the SeaMARC II transmission rate was held constant and its
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trigger pulse was used as the reference. The Sync Box syn-
chronized its internal clock to this pulse and passed the infor-
mation to the VAX, where scheduling parameters were deter-
mined according to (2) and sent back to the Sync Box.

V. FirsT ResuLTs

The algorithm described above was implemented success-
fully for several SeaMARC 11 lowerings along a transect be-
tween Honolulu, Hawaii, and San Diego, California (Fig. 7)
Examples of the data gathered at depths of 5000 m in the vicin-
ity of the Murray Fracture Zone and at depths as shallow as
500 m on the continental slope off Point Arguello, California,
are shown in Figs. 8 and 9, which are used here tn illustrate
the benefits and disadvantages of the dual operation.

At the 5000-m depth the SeaMARC 11 transmitted at a fixed
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transmit repetition rate of 13 s, and the Sea Beam was sched-
uled accordingly. As illustrated in Fig. 3, at S000 m (6.6 s)
Sea Beam usually transmits every 8 s, so that the depth sam-
ples are spaced about 46-m-apart along-track for the ship’s
speeds of 11-12 kn 75.5-6 m/s). However, while towing Sea-
MARC {1, the ship’s speed had to be reduced to 9 kn or less:
thus in spite of the 13-s repetition rate, the along-track spacing
of Sea Beam depth samples only increased by roughly 27%,
with sampling ratios along-track versus across-track of 4 to 1.

Because the lowest repetition rate available for the 10 240-m
SeaMARC Il swath is 8 s, in waters shallower than 2000 m the
resulting along-track depth sampling of the Sea Beam system
can be reduced by more than half, compared to its stand-alone
operation. However, the limit at which the spacing of depth
samples in the along-track direction becomes lower than that
of cross-track samples is not reached, and full coverage at the
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surveys carried out with the dual operation,

cross-track resolution of the echo-sounder is still maintained.
Therefore, compared to their respective standard operations,
the dual Sea Becam-SeaMARC Il operation entails lower sur-
vey speeds and lower data densities for the Sea Beam system
and, in some cases, a slight decrease (usually less than 8%)
in the data density for SeaMARC 11, none of which degrades
the coverage past the 100% mark. However, this reduction
in data density during dual operation is compensated by sev-
eral benefits discussed below.

A SeaMARC II survey 1s enhanced by simuitaneously oper-
ating Sea Beam from the towing vessel 1n at least three ways:

1) Muitibeam bathymetry data fill the data gap directly be-
neath the SeaMARC Il vehicle, a central swath from which
no useful sidescan or bathymetry data are collected but where
multibeam performance is optimal. As shown in Fig. 8, this
gap may be as wide as 750 m at full ocean depths; SeaMARC
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11 bathymetry data have a central blank zonc extending about
10" on cither side of the nadir line (i.c.. | 8-km wide at a
S-km water depth). The benefit extends beyond merely infili-
ing gaps in the SeaMARC Il mapping: It provides an accu-
rate bathymetric profile for usc in interpreting other ancillary
ohservations (e.g.. seismic reflection, gravity. and magnetic
measurements) that may also be made along the ship’s track.
Indeed. the along-track depth profile hencath the ship mea-
surcd by the Sea Beam system provides a valuable quality
assupance for the bottom detection tnnes reconded by the Sea-
MARC 1 system and can be used to convert slant ranges into
honzontal ranges assunung a flat bottom. although a conven-
tional echo-sounder is also adequate for this purpose.

2) At all water depths, the nwultthcam echo-sounder mica-
sures water depth more precisely and accurately than can
be achieved by the phase difference measurement of Sea-
MARC 1l The signal used for the latter measurement is ex-
tremely noisy when returned by sediment-covered (usually low
backscatter) seafloors deeper than 4000 m, to the extent that
the bathymetric data are not amenable to machine contouring,
and 15 best presented as layer-colored displays (e g., Fig. 8).
Over a more reflective, shallower seafloor it proved possi-
ble to process and machine-contour ScaMARC [T bathymetry
using S10’s Sea Beam processing software [8], and good
matches with overlapping Sea Beam contours were achieved
with a 50-m vertical interval. (Before making these matches,
corrections must be made for the vertical and horizontal sepa-
ration of the ship and the SeaMARC [I tow vehicle.) Sea Beam
contours, by comparison, are gencrally valid at a 10-20-m in-
terval. Although the concurrent acquisition of bathymetric data
from hoth systems allows more quantitative comparisons to be
made, such analyses are beyond the topic of this paper and
will be presented in a forthcoming paper.

3) Matching high-resolution bathymetry at track crossings
allows for the rectification of a survey's navigation (e.g..
(8], {9]). This technique, an essential element of Sea Beam
surveying except where very precise positiomng systems are
available, facilitates the production of accurate SeaMARC 1
mosaics

Converscly, Sea Beam surveys benefit from simultaneously
collecting SeaMARC II data because:

1) The broader swath of the sidescan system allows a wider
spacing of survey tracks to achicve complcte coverage or the
percentage of coverage judged necessary to solve the partic-
ular problem being addressed by the survey, hence making
more efficient use of ship-time. As now configured, the Sea-
MARC 11 system yields a sidescan swath 10.24-km wide and
a bathymetric swath (where signal strength is adequate) equal
to roughly 3.4 times the water depth. The swath width of
the Sca Beam system on the Thomas Washington is equal
1o only 0.7 umes water depth (although sccond-generation
multibeams with swaths twice the water depth or more are
now In scientific use). The disparity in width of coverage s
most marked at shallow  *s5, e.g., at the continental slope
site shown in Fig. 9, where the Sea Beam swath 15 only a
few hundred meters wide. In this sitvation, the matching of
targets on SeaMARC 11 sidescan images may he the most
effective method of rectifying navigation. Note also that in

7

IFEFF JOURNAL OF OCFANIC ENGINEERING, VOL, IS, NO 2 APRIL 19%

Fig. 8(a), deep-watcer tracks 8-10-km apart have an overlap
of ScaMARC 11 data (allowing mutual adjustment of their
navigation), but not of Sea Beam data.

2) The sidescan data enhance the geologic interpretation of
the bathymetry by providing an acoustic characterization of
the seafloor from which geologic composition (rock. sand, or
mud) can be inferred. For example, the igh backscatter of
the circular targets in Fig. & allows them to be interpreted as
small rocky volcanoes nising above a sedimented plam, while
the low backsaatter of the channel axes in Fig 9 anggests
sandy fills. Some charactenization of acoustic backscatter can
be actueved with multibcam systems by recording the ampli-
tudes and phases of the echoes received by each hcam (¢ g .
(10}, [F1]. but with a 16-beam system the results are much in-
ferior to SeaMARC 11 sidescan in both resolution (the acoustic
pulse length used in Sea Beam is seven times longer than that
in SeaMARC 11 at the 10 24-km swath) and swath width

3) The SeaMARC It sidescan system can resolve targets
with or without bathymetric expression that have much sinaller
horizontal dimensions than the relicf features resolved by Sea
Beam. The cross-track resolution of ScaMARC 1, when op-
crated with a 10.24-km swath, is 5 m {pixel size). compared to
a cross-track resoution, over a 5-km-deep seafloor, of about
240 m for Sea Beam Small-scale features may be of great sig-
nificance for many geologic problems; for example, mapping
narrow lines of rock outcrops may be crucial for establishing
the structural lineation of a mainly sedimented seafloor, al-
though if the sediment cover 18 complete, we have found that
the higher resolution multibeam hathymetry may defincate un-
derlying structural trends more accurately than any sidescan
system can.

There are three disadvantages of a dual Sca Beam-
ScaMARC Il operation: The one most ohvtous to our spon-
sors is the high cost of aperating both systems simultaneously.
This cost could be reduced by the cross training of the two
sets ot technicians and engineers to make them more versatile,
As already noted, we also incurred some degradation of Sea
Beam performance and survey speed. A less obvious problem
is that, in general, the goal of acquiring a sidescan mosaic
severcly constrains the survey pattern to mainly parallel tracks
that are at low oblique angles to the grain of the relief. Other
patterns may be effective for particular geologic targets (c.g.,
we surveyed a large guyot with a nested pentagon variant of
concentric circular tracks), but a pattern optimized for side-
scan coverage frequently results in a suboptimal magnetic or
seismic reflection survey. Multibeam surveys are much less
sensitive to track orientation. although the best data are ob-
tained with tracks at high angles to the relief. Furthermore,
once a sidescan survey is underway, there is a limited flexibil-
ity to adaptively change the pattern in response to hathymetric
discoveries: this makes SeaMARC Il a much better tool for
describing the morphology of features whose extent and orien-
tation is known, rather than for exploring regions of unknown
relief (a common objective with multibeam echo-sounders).

V1. Concrusions

We have demonstrated the feasibility of running concur-
rent Sea Beam and SeaMARC Il surveys from a single ship
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and of avording mutual acoustic interferences between the two
systems using a sound source synchronmization scheme. Joint
operation of these systems without synchronization resulted
in marked interferences in the SeaMARC I sidescan image.
During most of the survey a single-channel seismic system
was deployed along with the SeaMARC II system, and al-
though no attempt was made to avoid interferences from air-
gun sources, the sidescan records were only affected in shal-
low water (~500 m).

Towing the SeaMARC II vehicle requires a 2-3-kn reduc-
tion in the ship's speed from the usual 11-12 kn attained dur-
ing standard Sea Beam bathymetric surveys on the Thomas
Washington. However, the slower ship’s speed compensates
somewhat for the decreased transmission cycle (hence the
data density along-track) imposed on the Sea Beam system
during joint operations. Second generation commercial muiti-
beam echo-sounders, with swath widths of twice the water
depth or more, will not be affected as much by this decrease
in the data density along-track because their timing will be
closer to that of the SeaMARC II system. Also, where a 5-
m pixel resolution in the sidescan image is adequate for the
goals of the survey, being ahle to tow at up to 9 kn offers a
significant advantage (by more than a factor of four) in track
coverage per unit time over previous dual Sea Beam-sidescan
deployments with instruments towed near the bottom at less
than 2 kn (e.g., Sea Beam+Deep Tow, Sea Beam+SeaMARC
I, Sea Beam + SAR).

The co-registered, high-resolution bathymetry provided by
the multibeam echo-sounder in the center of the wider side-
scan image and bathymetry swaths output by the SeaMARC I1

system yields more information for gecomorphology than ci-
ther data set taken individually. It also helps resolve navigation
uncertainties in each data set and permits wide track spacings
(up to 10 km n our case) while retaining 100% quantita-
tive coverage of the seafloor. Second generation SeaMARC
I systems currently under development promise an increase
in the swath width to 30 km. If these systems were operated in
conjunction with second generation multibeam echo-sounders
according to the scheme described here, seafloor gravity sur-
veys for which track spacings often exceed 30 km could be
supplemented with almost complete bathymetric coverage.
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A Seafloor and Sea Surface Gravity Survey of Axial Volcano

JOHN A. HILDEBRAND, J. MARK STEVENSON, PHILIP T. C. HAMMER,
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CHRISTOPHER G. FOX AND PHILIP J. MEIS

Marine Resources Research Division, Pacific Marine Environmental Laboratory, NOAA
Hatfield Marine Science Center, Newport, Oregon

Seafloor and sea surface gravity measurements are used to model the internal density structure of
Axial Volcano, Seafloor measurements made at 53 sites within and adjecent to the Axial Volcano
summit caldera provide constraints on the fine-scale density structure, Shipboard gravity measure-
ments made along 540 km of track line above Axial Volcano and adjacent portions of the Juan de
Fuca ridge provide constraints on the density over a broader region and on the isostatic compensa-
tion, The seafloor gravity anomalics give an average density of 2.7 g cm™ for the uppermost por-
tion of Axial Volcano. The sca surface gravity anomalics yield a local compensation parametet of
23%, significantly less than cxpected for a volcanic edifice built on zero age lithosphere. Three-
dimensional ideal body models of the seafloor gravity measurements suggest that low-density
material, with a density contrast of at least 0.15 g cm™3, may be located undemeath the summit cal-
dera. The data are consistent with low-density material at shallow depths near the southern portion
of the caldera, dipping downward to the north. The corrclation of shallow low-density material and
surface expressions of recent volcanic activity (fresh lavas and high-temperature hydrothermal
venting) suggests a zone of highly porous crust. Seminorm minimization modeling of the surface
gravity measurements also suggest a low-density region under the central portion of Axial Volcano.
The presence of low-density material beneath Axial caldera suggests a partially molten magma
chamber at depth.

Copyright 1990 by the American Geophysical Union.
Paper number 90JB00781.
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Very Low Frequency Coherency Studies
Spahr C. Webb

Introduction .

This was a very small proposal to construct one instrument and to use this instrument
in conjunction with an existing instrument to study the coherence of pressure fluctuations
measured at the deep seafloor as a function of frequency and the distance separating the in-
struments. '

Background

A series of measurements at several sites on the Pacific sea floor of the spectrum of
pressure fluctuations has revealed some universality in the shape of the spectrum at fre-
quencies below 1 Hz. The prominent microseism peak near .2 Hz is now known to be as-
sociated with seismo-acoustic waves created by an interaction of surface gravity waves
through the nonlinearity of the surface gravity wave governing equations. Energy at very
low frequency is associated with infragravity waves and an absence of sources in an inter-
mediate band leads to very low signal levels in the “noise notch” between 0.03 and 0.1 Hz
in deep water.

Measurements of the spectrum provide little information about the wavenumber con-
tent of the pressure field associated with microseisms. There may be energy both on the dis-
persion curves of the modes of the oceanic waveguide and off the dispersion curves
associated with local forcing. The energy distribution as a function of angle on the disper-
sion curves indentifies source regions and can provide constraints of the effect of scattering
on the propagation of low frequency modes within the oceanic waveguide. A simple two
instrument experiment can not hope to delineate the complicated wavenumber field expect-

ed at deep sea sites, but can provide a ground work for experiments involving larger arrays
of instruments.

Work Accomplished

An instrument was constructed with this funding and has been used on perhaps nine
cruises since its construction. The project, as intended, laid the groundwork for much larger
experiments using arrays of instruments (BASIC, NACHOS, PEGASUS, VENTS and
SAMSON) which have begun to delineate the wavenumber structure of low frequency

pressure fluctuations in the deep sea. Two papers which discuss recent results are listed in
the Bibliography. .
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The instruments that were developed and tested during this project carried a 8088 mi-
crocomputer on the C-44 bus and recorded data on a SCSI device. This architecture has
now been adapted for a fleet of 36 “ONR ocean bottom seismometers” developed to study
the low frequency noise problem. The original instruments carried a small 40 Mbyte tape
recorder and measured pressure fluctuations using a differential pressure gauge. During
more recent experiments, the instruments were equipped with 400 Mbyte optical disk
drives, and recorded ground displacement detected using seismometers deployed within an
package external to the recording system. The instruments have been deployed in the Pa-
cific, the Atlantic and now in the Arctic beneath the polar ice cap.
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Open Ocean Surface Wave Measurement Using Doppler Sonar

- R. PINKEL AND J. A, SMITH

Marine Phyucal Laboratory, Scripps Institution of Oceanography, University of California, San Diego, La Jolla

- in October-November 1983, Doppl: mounted on the h platform Flip were used to
scatter 75-kiiz sound from the unaerside of the sea surface at low angle, as well as from the interior of
the mixed layer. Surface gravity waves were seen in velocity estimates (rom the surface scattering sonar,
even though the wave conditions were unusually calm. Valid of sex surf: tion were
obtained over the range imterval 600 to 1400 m from Flip. A second sonar which transmitted horizontally
and scattered from the interior of the mixed layer also sensed surface waves, slthough with amplitude
reduced in proportion to the decay of the motions with depth. Wave number-frequency spectra of the
observed mations are conustent with linear theory. The existence (emergence) of this technology enables

the synthesis of kilometer-long surface wave arrays in the open sea, without the cost and logistical

tad

pport usually
provide nfor

P
on lower-freq

with large-apertusre arrays. In addition, the Doppl
y surface currents and on the spatial vanations in these low-

pproach can

frequency currents, such as Langmuir cells, which might affect wave propagation.

1. INTRODUCTION

In October and November {983, a series of mixed layer and
upper ocean observations were made [rom the research plat.
form Flip, in conjunction with the Mixed Layer Dynamics
Experiment (MILDEX). The experiment was centered at
34N, 127°W, approximately 500 km west of Point Con-
ception, Calilornia, in water 4 km deep. Six Doppler sonars
were mounted on Flip's hull, with the objective of remotely
profiling the velocity field in the mixed layer and upper ther-
mocline. One of the sonars, mounted at & depth of 35 m, had a
beam directed slightly up from horizontal. This beam traveled
upward through the mixed layer for 600 m and then grazed
the underside of the sea surface for a subsequent 900 m. A
second sonar, mounted at a right angle in azimuth to the first,
had a horizontal beam. The surface scattering was predomi-
nantly from subsurface bubbles, while zooplankton were the
predominant scalterers in the mixed layer interior. From the
Doppler shift of the return echo, the component of velocity
parallel to each sonar beam was determined. Averages of the
velocity over several minutes are useful for seeing the current
patterns associated with Langmuir cells and other low-
frequency mixed layer flows [Smith et al., 1987]). Here we show
that “single-ping™ profiles, produced every 2 s, are useful for
observing sutface gravity waves.

Sutface-scanning sonars have previously been used to trace
wave breaking and bubble cloud evolution through scattering
intensity variations (Thorpe, 1986, and references therein].
For winds greater than about 2 m/s, the 75-kHz acoustic re-
turns described here are also dominated by scattering from
neac-surface bubbles, rather than scattering from Bragg reso-
nant gravity-capillacy waves [McDaniel and Gorman, 1982;
Thorpe, 1986]. As a consequence, it should be possible to use
the sonar intensity to trace the density of bubbles in the neat-
surface layer of water, as was done in the previous works of
Thorpe {1986] and Vagle and Farmer {1986]. in these works
it was found that intense bubble injection “events™ accompany
the passing crests of breaking waves, with stronger breaking
resulting in greater numbers of bubbles injected to greater
depth.

Copyright 1987 by the Atnerican Geophysical Union.
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While bubbles constitute the dominant scattering source in
this experiment, Bragg scattering {from surface gravity-
capillary waves) may contribute as well. A component of the
fluctuations in scattering strength in these data is seen to
propagate at the phase speed of the waves. Whether this is
related to the modulation of short surface waves by the swell
or is a geometric consequence of tilting of the surface layer by
the waves is not yet clear. New in this work is the ability to
correlate the observed intensity fluctuations with the flow
ficld, as estimated from the Doppler shift of the same sonar
returns.

Doppler radar techniques have also been used to observe
the ocean surface over periods of time (e g, Plant et al., 1983].
Surface-scattering radars and sonars differ in a way which
may make them complementary. For moderate to grazing in-
cident angles, radars scatter pnmarily through Bragg reso-
nance with short surface waves [¢ g, Valenzuela, 1978; McDa-
niel and Gorman, 1982}, In contrast, as has been mentioned,
the 75-kHz sonars descnibed here scatter primarily from near-
surface bubbles [McDaniel and Gorman, 1982; Thorpe, 1986].
Thus radars can provide information about the short, modu-
lated waves [e.g., Plant et al., 1983), while the sonars provide
information about bubble density and thus about whitecaps
or breaking events (Thorpe, 1986; Vagle and Farmer, 1986].
Since the short waves are strongly coupled to the wind, and
since bubbles are linked to breaking events, simultancous
radar and sonar measurements could provide information
sbout the energy input to and output from the surface wave
field.

To our knowledge, Doppler analysis of surface-scattering
acoustic returns has not previously been done. In the follow-
ing sections the 1983 experiment is more fully described. Ex-
amples of two- and three-dimensions! wave number-
frequency spectral estimates are presented. A brief discussion
of the results concludes the work.

2. Data COLLECTION

A schematic and plan view of Flip, as configured for
MILDEX, is shown in Figure 1. Four downward looking
sonars, as well as the two quasi-horizontal devices considered
here, were operatsd continuously over an 18-day period. In
operating the six sonars, it is necessary to record and process

12,967

83



12,968

FLP
’E‘— —— Mm:—-—-—ﬂ e {400 M
et aami T
TR —-ﬁBEAM
sem Ji.. ..~ -g7eDS N
oEeP {1
PORT SONAR
BEAM (LEVEL)
North
3
FLIPS
HEADING,
A $180
W e K\Z\ SONAR,
PORT
SONAR
k)
Fig. 1 (top) Schematic and (bottom) plan view of Flip duning the

data collecuon The cast sonar beam grazed the surface: the south
beam remained about 35 m below. '

25,000 numbers per second. To permit continuous operation
of the system, A Map 300 array processor is used 1o compute
statistics of the raw echo data and to average these statiatics
over 30-s intervais On the night of October 26, 1983, 1 hour
of unaveraged data from all six sonars was recorded on tape,
filling one 1200-foot (366 m) tape roughly every 7 min. This
was the only segment of data recorded during MILDEX
which was capable of resolving surface gravity waves. During
this “raw data” run, Flip was oriented with the starboard
sanar pointing due east (90°) and the port sonar pointing due
south (180°). A servo-controlled thruster, linked to the ship's
gyrocompass, maintained this orientation to within + §°.
Henceforth these sonars will be referred to as the east and
south systems. The east sonar is the one which grazed the
surface. The wind was stea_y at about 4 to 5 m/s from 30°T,
and a 12-s swell of about 0.5 amplitude (1-m crest to trough)
was incident from the WNW,

In operation, each sonar transmitted a sequence of four
tones every 2.0 5. Velocity estimates were formed using the
complex covariance technique [Rummler, 1968], with the co-
vanance evaluated at a lag of 2.0 ms. The velocities shown
here in Figures 2 and 3 and in Plates { and 2 are from covari-
ance averages formed over the four tones and nine consecutive
samples in range, corresponding to a net offset in range of 13.5
m per eslimate. (Plates | and 2 can be found in the separate
color section in this issue.) The duration of each tone (30 ms)
corresponds 1o range averaging over 22.5 m for each sample.
With nine-sample averages, the haif-power points remain 22.5
m apart in range.

The “Cramer-Rao™ lower bound for the rms error in the
veloaity estimate, AV, is given by

AV, AR NV > c/8nf,

where AR is the range resolution, ¢ is the speed of sound, f, is
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the sonar carrier {requency, and N 1s the number of pulses
incoherently averaged in forming the velocity estimate
[Theriault, 1986). Here it is assumcd that the signal to noise
tatio is very large and that the echo autocovariance is
averaged in time for a duration equal to the transmitted pulse
length.

For the present system, this theoretical bound is 2.7 cm/s.
However, the autocovariance values used in this work have
been averaged over only one halfl pulse length This should
increase the noise bound somewhat

An empirical cstimate of mcasurement precision can be ob-
tained {rom inspection of the power spectrum of the measured
velocities. Using spectral values at the highest frequencies to
estimate a “white noise™ level, a 9-cm/s rms error is suggested.
This estimate includes any real velocity variance within the
range bins. For the 12-s waves of 0.5-m amplitude seen here,
the steepness is about 1/70. Averaging over phase, the rms
velocity gradient is then about (/200 s™'. Within an individ-
uaj range cell the actual velocity variability is of the order of §
cmy/s. This geophysical vanability can plausibly acccunt for
the difference between the lower bound and empirical error
estimates,

The horizontal width of the acoustic beams is about 2.2°, to
the half-power points. At a typical range of 1 km, the surface
footprint of each velocity estimate on the east sonar is 22.5 m
(range) by 40 m (across beam). For the south beam, the verti-
cal spread of 0.44" also enters, yielding a sample volume at
500-m range of about 22.5 x 20 m horizontally by 4 m verti-
cally, centered somewhere between 25. and 45-m depth de-
pending on the instantaneous tilt of Flip.

In general, surface scattering may arise from erther gravity-
capillary waves at the surface or bubbles just below. [he
75-kHz sound used here scatters resonantly from bubbles of
about 40-um radius near the surface. This is near the observed
peak in bubble size spectra [Johnson and Cooke, 1979]. in
typical conditions, the subsurface bubble cloud is the domi-
nant scatterer { McDaniels and Gorman, 1982; Thorpe, 1986].
The bubble cloud has been observed to decrease roughly ex-
ponentially with depth [ Thorpe, 1986]. The depth scale of the
decay increases slightly with wind strength, from about 0.4 m
for 4-m/s winds (at 10 m) to about 0.7 m for 10-m/s winds. For
given wind conditions, this depth scale remains quite constant,
although the absolute intensity at a specific depth can vary by
2 orders of magnijude { Thorpe, 1986]. The depth scale of the
“surface measurements” shown here is taken to be about 0.4 m
below the instantancous surface. [n this experiment, the
surlace-backscattered (east) intensity is observed to be about
35 to 40 dB greater than the nonsurface (south) intensity at
the greatest ranges. Thus aithough the farthest south ranges
are lost to noise, the cast sonar signal remains quite strong
over the full 1400 m.

Sheltering of distant wave crests by the nearer troughs can
occur for the surface-grazing beam. However, it is probably
not a significant factor in these calm weather measurements.
At the farthest range, 1400 m, the upward angle to the surface
from 35-m depth is about 1/40. Again, the maximum slope of
the dominant 12.s swell observed 1s about 1/70. Thus the rms
slope is just slightly over hall the minimum slope of the beam.
Sheltering must be infrequent.

The passage of the wave crests causes Flip to oscillate. The
horizontal motion of the attached sonars appears as a range
independent velocity fluctuation. This range independent
signal has been removed in the subsequent analysis to facili-
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EAST SONAR

Fig. 2 An 11-min record of velocity data from the east sonat. Surface return dominates from about 600 m to 1400 m
Note the wavehike disturbances propagating away from Fhip The individual “stnpes” correspond 10 peaks (white) and
troughs (black) of the waves as they propagate away from Flip. The broader “hands™ of higher-intenaity fluctuations
correspond to groups of waves The group velocity (represented by the slope of thece bands) 1s about hall the phase

velocity (the slope of individual stripes) See Plate

tate observation of the waves. The range independent response
is roughly equal in the two beams

Surface gravity wave propagation is evident in the data
from both sonars (Figures 2 and 3: Plates | and 2) The domi-
nant wave frequency is 12 s The observed crest to trough
fluctuation in orbital velocity is of the order of 60 cm/s, corre-
sponding to a wave of 0.5-m amplitude

Swell propagation aiso appears in the surface back-
scattering intensity signal of the east sonar, to a small extent.
To bring this out, a time average of intenaty at each range
can be removed. This reduces the effects of beam spreading
and attenuation with range. Additional variations of intensity
with range due to tilt.ng of Flip are then reduced by subtract-
ing a least squares-fitted quadratic curve from the intensity
versus range of each ping. A sample of the resulting intensity
anomaly field is shown in Figure 4 and Plate 3. (Plate 3 can be
found in the separate color section in this issue.) Clear signs of
fluctuations in scattering strength which propagate at the
wave phase spieed are seen. To further investigate, the cross

(3T T4

spectrum {V(k)*(k)) between the east sonar velocity and in-
tensity anomaly has been calculated for various wave nuin-
bers, averaging over the entire aata set. The associated coher-
ence and phase estimates are presented in Table |, To provide
a rough estimate of the cifective degrees of freedom, the total
averaging time { ~ 56.1 min) is divided by the maximum peniod
corresponding to each wave number k (ie. assuming the
waves to be going duc cast) The corresponding standard devi-
ations from zero (684 confidence levels) are shown in the last
column of Table 1. The most significant correlations, for wave
numbers 3 (2 = 285 mj} and 5 (4 = 170 m), correspond to the
strongest scattering located about 65 to 70° toward Flip from
the trough, on the rising face of the waves (the face tilted
toward Flip, when viewed from below). This might be an m-
dication that the scatterers (e g . Bragg-resonant short surfacc
waves) are preferentially enhanced on the forward faces of the
swell. Alternativcly, the effect might be explained by simple
geometric deformation of the surface layer by the passing
swell.

-
.

';75
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Fig. 3. The same 11 min from the south sonar. Beyond about 1 km, the signal strength dropped into noise. Short of
120 m or so, the data is contaminated by sidelobe return. Note the weaker wave propagation, with a cross-haiched
appearance due to both northward and southward propagating components. These dala have yet to be corrected for the

exponential decay of wave velocity with depth. See Plate 2.
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3. ONE-COMPONENT WAVE NUMBFR-FREQUENCY SPECTRA

Wave number frequency spectra are presented here for each
beam separately. The spectral estimates are of velocity vari-
ance, (U?) and (¥'?), as a function of both (requency and the
along-beam component of wave number. These are formed
from 26 sequential data samples, each consisting of 64 ranges
by 64 pings (864 m by 128 s). The total averaging time is
about 55 min.

At any given frequency, waves incident on a single beam at
some angle 8 will produce a signal with an along-beam wave
number component k cos 0 < k. In addition, the sonar detects
only the component of orbital velocity parallel to the beam,
i = u,, cos 0. Thus for free waves at a frequency w with an
1sotropic directional distribution. the one-beam wave number
spectrum would have sharp high-wave number cutoffs at k =
+ w?/g (at the dispersive values). Within these cutofTs, the frac-
tion of power detected 18 proportional to cos? .

3.1. East Sonar

The east sonar grazes the surface from about 600 m to 1400
m. The wave number-{requency spectrum (Figure 5) was cal-

TABLE 1. Coherence and Phase of Velocity and Intensity From
the East Sonar
Cycles
per Wavelength, Phase, Coher- 68%
864 m m deg ence Estimate
1 864 12.8345 00166 0.0840
2 432 1113184 0.0141 00707
3 288 65.1740 0.2354 0.0639
4 216 509758 0.0848 0.059%4
H 173 71.6068 0.1646 0.0562
6 144 13.2922 0.0910 0.0537
7 123 79.7480 00900 0.0517
8 108 74.83358 00777 0.0500
9 96 83.3032 0.0685 00483
10 86 11,7762 0.0680 00473
1t ” 69 6089 0.0339 00462
12 72 84.0478 0.0226 0.0452

Phase angle increases toward Flip from the wave trough (at 0°).
The coherence at the 68% significance level 1s estimated in the right-
hand column. The 68% level is exceeded for wavelengths between 86
and 288 m.
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Intenuity anomaly veraus range and time, from the east sonar, a< for velocily in Figure 2 and Plate 1. Note the
suggestion of fluctuations moving away [tom Flip, especially at the far ranges. Surface ceturns dominate from roughly 600
m to {400 m See Plate 3.

culated from these far ranges, after removing the range-
independent velocity (the mean). Thus, Figure 5 is derived
from a double Fourner transform of Figure 2/Plate 1. As
shown, almost all of the detected energy is on the +k half,
corresponding to eastward propagation. In addition, the
energy is very strongly concentrated near the maximum (dis-
persion) wave number, indicating that the swell is oriented so
that propagation is very nearly straight down the beam (ie,
from the west).

The highest frequency wave activity evident in Figure 5 is
near 0.15 c/s {or 6.7-s period), at the upper right-hand corner
The corresponding wavelength is about 70 m (l4 c/km)
Higher-frequency activity 1s suppressed owing to the 22 5.m
range averaging acting on the shorter associated wavelengths.

3.2. South Sonar

To produce data from the south sonar comparable to those
from the east, additional processing is required. As Flip tilts in
response to the waves, the sonar beam moves vertically
through the existing shear. This introduces a spatiaily varying
trend as well as 2 mean in the velocity data. This trend also
must be removed from each 2.s profile. A nonuniform shear
(e.8., a thin shear layer at the thermoline) could introduce
higher spatial harmonics, correlated with the wave frequencies,
as well. For now, we neglect this potential problem. In luture
experiments, when properly designed “side scan™ type transdu-

eas? ‘%.\
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= »
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0% 3
w
\ ¥ &
- . . ¥ . °
A8 10 ) ] +5 PRI

WAVENUMBER, cycles/km

Fig. 5. The [requency-wave number spectrum from the east
sonar. Each tr line reg energy vat with wave
number at a set (requency. The two curves ¢ .'sing the frequency
lines give the theoretical dispersion relstion w?® » ,k. Pomtive k (night)
corresponds to eastward propagation (away fcom Flip).
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cers are used, the effect of platform motion will be much less
significant.

Wave orbital velocity decays exponentially with depth. To
correct for this decay, the wave number magnitude is esti-
mated from the measured (requency using the linear disper-
sion relation. A single correction factor is then applied at each
frequency The adjusted frequency-wavenumber spectrum lor
the South sonar 1s shown in Figure 6

From examining the single-beam spectra shown i Figures
2 and 3 and 1n Plates | and 2, it appears that the swell was
propagating more from the west than from the northwest The
“castwatrd” side (positive wave numbers) of Figure 2/Plate [ 1s
much more energetic than the “westward,” with a sharp cutoll
at the wave number matching dispersion. In contrast, the
“southward™ energy levels (positive wave numbers) of Figure
3/Plate 2 exceed the “notthward™ only slightly. The power in
the south beam spectrum tends to peak at wave numbers
smaller than the maximal value given by linear dispersion

4 A DIRFCTIONAL-FRFQUENCY SPECTRUM

To demonstrate the potential of this observational system,
the three-dimensional wave number-frequency power spec-
trum §,,, is estimated (Figure 7) No attempt is made to “opti-
mize” the estimate using advanced signal processing tech-
niques. Rather, an extremely simple Mills cross processing
scheme is used [ Pinkel, 1981], with the objective of illustrating
the inherent strengths and weaknesses of the approach. As
with the single-beam spectra, these are spectra of surface ve-
locity, not elevation Recall that a surface wave elevation spec-
trum with an w~* frequency dependence corresponds to a
velocity spectrum with an 2 dependence. For reference, the
peak spectral value (in Figure 7e¢) times the AwAkAl cube
surrounding it, (2r/64 <X2n/864 m)?, corresponds to a velocity
amplitude of 5.24 cm/s, or an elevation amplitude of 12 cm,
rms.

The “Malls cross techmque™, as applied to data from a pair
of orthogonal sonar beams, can be summarized as follows.
The cast and south velocity measurements are written as

Ux.0,0) =Re . T T cos 0 wA,, e
. A1 oew

VO.v,0=Re Y 3 ¥ sin 0 wA, e =

[ S -

Here x is the eastward coordinate and U the eastward velocity
component, y and V are notthward, the angle ¢ is reckoned
from cast (x). and A,,, 15 the amplitudc of a surface wave
spectral component Note the cos @ (or sin ) response of the

X
*
FREQUENCY,

0

5 ° W5 a0 W5

WAVENUMBER, cycles/km
Fig. 6 The frequency~wave number spectrum from the south
sonar Positive k (1o the nght) corcesponds to southward propagation
(away from Flip)
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Fig 7 The three-dimensional power spectrum, S,,,. estimated
from the sonar velocily data Each surface represents the velocily
vanance (energy) as vertical displacements at each location on the (k,
0} plane. 1n the frequency band corresponding to peniods of (@) 71 to
B8O, (MNBDt091s, ()91 to 107 ¢ ()07 10128 s.(¢) 12810 165,
and (/) 16 to 2t s« The vertical displacement between frequency
planes corresponds 10 a specteal density of 885 m*/s (unis of veloaity
squared per Aw Ak Al using radians, meters, and seconds) The peak
value (1n Figure 7¢) 1s about 520 m*/s

sonars only the radial component of velocity is detected by
Doppler shift.

Several processing steps are required to produce the spec-
tral estimate. First, the frequency transforms u, v, of the time
series U, V, at each selected range along each beam are taken.
Here. 64 “range bins™ have been selected along each beam:
from 135 m to 999 m along the south (subsurface) sonar, and
from 540 m to 1404 m along the east (surface scattering)
sonar. Time series of 1024 points (34 min) are transformed at
each range bin. A 64 x 64 clement cross-covariance matrix,
Clx, y) = {ulx, 0, m)o*(0, y. w)), is =~ formed for six analy-
sis frequencies, w Statistical stability is achieved through
averaging products from 32 Fourier frequency bands into the
covariance matrix at each analysis frequency. Note that

Culx, y) =Y. 3 sin 0 cos @ w?CAA*Ye**""
I I

Fourier transformation of this cross-covaniance matrix leads
directly to an estimate of w?(AA*) and hence of the spec-
trum. However, this estimate of the spectrum will be real only
if Cy(x. y) = C*(—x, ~y). Such a covariance matrix occurs
when a true Mills cross array 13 used, with the onigin of the
coordinate system centered at the intersection of the legs of
the array. In the present system, the two legs of the array
ncver meet, and Fourier transformation of the spatial data
resuits in an estimate of the wave number-frequency spectrum
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which is complex. The complex nature of this spectral estimate
is an artifact of lttle importance, as can be scen from the
following considerations. Suppose the east spatial array s cen-
tered at point x = X rather than x = 0. The y data are simi-
larly centered at v = Y. We now change variables, writing
C= x— X, v=y— Y, which yields

CHE T =T ¥ ain 0 cos Ayt t-phx -1¥

The digatal Founer teansform of this s
[ "'-
v |

o1,
TS e Matiht g g
e T AT | C A% ve " d< dy
2L, 2L,
= an (Fcos @ A yeteY BT

L Y

Finally, the power spectral estimate of wave orbital veloesty is

o [17 KX N 4
Frgu __©

=7 AA® L ¥ ¥ S S
St T 0TAATY 8RN sin ) cos 0 AkAlAw

The cffcct of the spatial offset in the legs of the array can be
carcected cither by multiplying by €™*=8" or by noting
simply that the absolute value of the output of the two-
dimensional Fourter transform provides the desired spectral
estimate.,

Several aspects of this “simplest method” should be noted.
First. the sin 0 cos 0 response function implies that no esti-
mate s avalable along ether axis (north or east). This 18
because only cross products between beams are used. Ad-
dinonal information 1 contained 1n correlations along each
beam separately but s neglected here. (In Figure 7 the spectral
estimates along each axis were set to zero, and then 3 x 3
smootling in the (k, 1) planes was applied. This efectively
interpolated the on-axis speciral esumates from adjacent
values.) Second. estimates adjacent to each axis are contami-
nated by nose, due to amphtfication by the 1/sin 8 cos 0 factor.
This cffect 15 noticeable in Figure 7a {the highest-frequency
plane); ridges appear near the axes at higher wave numbers
(though spread out slightly by the 3 x 3 smoothing) Third,
statistical sampling errors lead to artificially large correlation
magnitudes along crosses centered on any large “true™ power
estimate (see, for example, Figure 7e} For a band average over
32 frequencies, the magnitude of this effect is about 0.18 tines
the product of the two amplitudes, which is further magnified
by the sin 0 cos  response correction. This results in ridges
leading away from the large amplitude peaks in Figure 7,
which flare up both near the axes and at high wave numbers
as either sin @ or cos 0 approaches zero.

The directional-frequency spectrum shown in Figure 7 is
consistent with the visual ohservations. The swell is highly
dircctional, from the WNW. While the peak amplitude in
Figure 7 appears in the 13- to 16-s band, the mean period is
closer to 12 s, owing to the sharp low-frequency cutoff and
broader high-flrequency decay As frequency increases, the
peaks in Figure 7 move toward higher wave numbers and also
move closer to the east axis. This last effect is perhaps an
artifact of the analysis. Recall that the south sonar data is
amplified to compensate for exponential decay with depth.
The higher the frequency, the noiser the resuiting south sonar
data 1s. With finite statistical precision, there is a finite contri-
bution to the correlation estimates near the east axis from the
product of amphfied noise and the (genuine) east component
velocities. These are further amplhified by the sin 0 cos 0 cor-
rection. Thus the true peaks may be further from the cast axis
than is shown in Figure 7.
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These trial estimates demonstrate the potential of surface-
grazing Doppler sonar for detecting directional-frequency
spectra of open ocean sutface waves. Many of the dilficultics
discussed above could be avoided by implementing two (or
more) sutface-grazing beams. With more sophisticated analy-
sis techniques [cf. Long and Hasselmann, 1979; Lygre and
Krogstad. 1986), greatly enchanced estimates should be possi-
ble

S SUMMARY AND Discussion

Duning a pertod of farrly gentle 12.s swell, a surface-grazing
Doppler sonar was used to observe surface wave prapagation
along a nearly { km path. The sonar sampled the motions
every 2 s, with 22 5-m range resolution. Propagating surface
wares were seen i the Doppler velocity estimates and also, to
a lesser extent, sn the backscattening ntensity. The weak
maxima in scattering intensity appeared to occur on the for.
ward faces of the waves.

Three-dimensional wave number-fre. sency spectra were es.
limated using the Doppler data. Wave motions were resolved
to periods as short as 7 s (70-m wavelength) in these spectra,
The influence of linear dispersion was clearly seen. The noisi-
ness of the south sonar, due to the exponential decay with
depth of the waves, introduced some uncertainty in interpret-
ing the rather simple estimates produced here. Considerable
improvement can presumably result by usjpg.two (og mére)
surface-scattering beams and more sophisticated analysis tech-
niques. Our intent here i¢ o point out the existence and the

* Potential of this surface-scanming acoustic Doppler technique
for measurement of ditectional spectra and breaking events.

An ideal sonar for this type of work would transmit a fan.
shaped beam, broad in the vertical plane but narrow in azi-
muth. This would illuminate (ensonify) the sea surface more
evenly than the vertically narrow beams used here With fan-
shaped beams the return intensity would be more easily relat-
ed to bubble density. Also, platform motion would become a
less significant problem. Pitch and roil of the transducer
would affect the output very little. Only yaw, vanation m
azimuth, would need to be suppressed. Thus surface wave
measurement from subsurface moorings or from slowly
moving ships becomes a possibility Intensity variations can
also be used to observe breaking events and the subsequent
decay of the resulting bubble cloud [Thorpe, 1986; Vagle and
Farmer, 1986}, providing a useful supplement to the surface
wave directions! information The prospect.of being able to

* measure surface wave propagation continuously for distances
greater than a kilometer, to sense the surface currents which
interact with the wave field, and to get a measure of breaking
activity (bubble formation) using a single iffstrument en.
courages (urther study and development, *
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Long-Period Acoustic and Seismic Measurements
and Ocean Floor Currents

SPAHR C. WEBB

(Invited Paper)

Abstract  Precsure fluctuntinns canced by o strang ocean floor current
are evident during most of an eighty-dsy-long record of very low.
freguency acoustic ambient noise messured by an instrument on the
seafloor in (he western Allantic. The differential preccure gsnges an (he
Incicument produce usefnl meacurements over a wide frequency hand
extending from 00008 (0 16 Hz. The spectenm of current-induced
prescure fluctuntions is red with & pawer law dependence an frequency
with an exponent of 1.8, Turhulence in the acean flnor houndary layer
s the «onece of these preasure Huctuntions rather than the effecic of finw
seaund the teansducers, Lhis record of honndaery.lnyer pressure uctun-
tione {c uced to predict the effect of seaflnor currents on long-pecind
selemagesph meacitements feam the <estlone snd from under the
seafinor in horeholes,

1. nrvopuciion

HE FOCUS of this paper is the problem of measuring

very low-frequency seismic and acoustic signals on the
deep seafloor in the presence of deep ocean currents. A recent
resurgence of interest in measurements at frequencies below
| Hz has lead to the first deployments on the seafloor of
coherent arrays of seismometers and pressure transducers {1]-
[3], and we may soon see the first new deployments of long-
period seismometers on the deep seafloor after nearly 20 years
(4). Ocean floor currents must be considered in the site
selection for these experiments.

In this paper, only measurements from instruments de-
ployed directly on the seafloor or deployed into boreholes
below the seafloor are considered. Acoustic wavelengths at
frequencies below | Hz are too long for efficient trapping of
scoustic waves within the sound channel, so mid-water
column measurements are not required. While interface waves
may interfere with scafloor acoustic measurements, these
deployments are logistically much simpler than mid-water
measurements which may require a (recly drifting instrument
to avoid the problem of cable strum [5].

Pressure fluctuations in the band from about 0.0005 to
32 Hz can now be measured using differential pressure gauges
{6]. These gauges were developed during several experiments
sited in the eastern Pacific {7]. [8]. Those measursments
demonstrated that most data collected previously with conven-
tional hydrophones had been badly contarminated by noise of
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Fig 1. The spectrum of pressure fuctustions i the band from 0 002 to 2

Hz, measured at three sites in the esstern Pacific

electronic origin at all frequencies below about 0.3 Hz (9).
Estimates of the pressure spectrum from several deep sites in
the eastern Pacific are remarkably similar in appearance (Fig.
1). The spectrum rises toward lower frequency into the well-
known microseism peak between 0.1 and 0.5 Hz. The
spectrum then falls abruptly 40 to 60 dB at slightly lower
frequencies into what has been termed the *‘noise notch.”
Below the noise notch the spectrum of pressure fluctuations
rises sharply again, as the direct pressure signal associated
with long waves on the surface of the ocean reaches the deep
seafloor. At still lower frequencies, the spectrum continues to
rise slowly except for sharp peaks associated with the tides
{10].

The spectrum of the displacement of the seafloor is quite
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similar across this entire band although the noise notch is
probably not as deep [11]. Both long-period pressure and
seismometer spectra can look very different in shullow
(continental shelf) regions {12], but not always [13]; however,
I will net discuss that very different regime here.

An cighty-day time scries of pressure fluctuations in a
frequency band from 0.005 to 8 Hz was obtained during the
Fall of 1985 from the deep seafloor in the western Atlantic.
The site of this cxperiment was chosen to address a single
problem: Do deep occan currents limit seafloor acoustic
measurements at very low frequencies? Of particular interest
was whether the noise level in the *‘noise notch™ was set by
flow noise or by some other process. Strasherg {14}, [15]
provides an excellent theorctical discussion of how ocean
currents may influence seafloor acoustic measurements. [ have
found no relevant published measurements. Flow noise
problems at frequencies above | Hz are mostly caused by the
strur .ming of cables and other noise associated with the flow
around the transducers. At lower frequencies the mechanism
of current-related noise is different. The flow velocity is
reduced near the seafloor where the measurements are made,
so the disturbances around the transducers are small. The
pressure fluctuations associated with turbulent eddies in the
ocean floor boundary layer do not diminish toward the
seafloor, and so are larger than the disturbances associated
with the flow around the transducers when the transducers are
mounted close to the seafloor. This paper ends with a
discussion of the problems associated with seismometers
exposed to these hottomn currents and the advantages of
deploying a seismometer in a borehole.

II. HEBBLE AND THE SFAFLOOR MEASUREMFNTS

Photographs from large regions of the deep seafloor show
furcows and ripples in the sediments clearly associated with
strong currents. A compilation of these photographs suggests
that strong seafloor currents may frequently occur along the
western edges of all the ocean basins and under the Antarctic
circumpolar current [16]. Broad regions of the shelves also
experience strong currents.

A small patch of the Nova Scotia Rise has been the site of a
multiyear, multidisciplinary experiment designed to study the
effects of bottom currents on the geology and biology of the
area. The experiment was given the acronym HEBBLE for
High Energy Benthic Boundary Layer Experiment. This
experiment is described in a special volume of Marine
Geology [17].

A long-term deployment of several bottom lander ripods
during the Fall and Winter of 1985/86 provided an opportunity
to obtain measurements of the effect of currents on pressure
measurements. A differential pressure gauge was placed on
each of the three corners of a HEBBLE tripod. The tripod
stands 6 m high and 18 3 m along a side at the base. The
transducers are 30 cm long and 20 cm in diameter and were
mounted 0.9 m off the seafloor inside of fiber-filled cylindrical
plastic cases of slightly larger dimensions (25 cm diameter X
40 cm height). These cases served to redure the direct effect of
flow on the sensors and to slow temperature fluctuations near
the sensors (Fig. 2).
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Fig. 2. The differential prescure gauges deployed in the three corners of a
HEBBLE tripad. The base helow the trancducers detaches for recavery
Two acoustic releases and 2 small cameras were mounted near the top of the
teipod. The recorder and analog electronice are housed in the 12° Q.D.
pressure case hung from the upper platform of the tripod.

This tripod was deplayed in 4817 m of water at the
HEBBLE site on the Nova Scotia Rise (40°21.57° N, 62°
21.57° W) on September 21, 1985, and was recovered in
April, 1986. A small cartridge tape drive was used to record
eighty-three days of data starting on September 22. 1985, and
ending December 14, 1985. The battery and tape capacity
limited the length of the record. The recording schedule was
set o that six contiguous, one-hour-long records sampled at
1 Hz and one, 225-second-long record sampled at 16 Hz were
collected each day. No data was saved during the remainder of
the day.

Dr. A. J. Williams of the Woods Hole Oceanographic
Tnstitution (WHOI) deployed several other tripods within 100
m of the site. Three companents of current velocity were
measured by BASS (Benthic Acoustic Stress Sensor) sensors
mounted on a nearby tripod at six heights from 1 (o § . These
sensors are small baseline acoustic time-of-flight flow sensors,
well suited for measurements of turbulence. A record of the
mean current was derived from 15 min averages of the data
from the sensor at 5 m. The current varies on time scales from
weeks to months (Fig. 3), characteristic of ocean eddies [18].
There is also evidence of an inertial or tidal cycle with a peak-
to-peak amplitude of about 5 cm/s.

Estimates of the pressure spectrum derived from the
pressure record show clearly the effect of strong bottom
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Fig. 3 The spectral density 1n 1 hand near 0 027 Hr versus time in days (top
graph) The mean current at $ m (15 min averages, from an adjacent tripod)
versus ume in days (hottom graph)

currents on the pressure fluctuations measured at the seafloor
Fig. 4 displays two spectra, one obtained on a day when the
mean current velocity (at 5 m) was less than 5 cm/s, and
another on a day with currents greater than 30 cm/s. The
spectrum of pressure fluctuations associated with the current is
red, with a power law dependence of f-'5,

There s an obvious relationship between the power in the
pressure spectrum in a fixed frequency band (near 0 027 H2)
and the current record (Fig. 3). The record of pressure
fluctuations in this diagram is incomplete since the data were
only recorded for 6 hours per day The pressure signal is much
larger during the intervals of strong bottom current. The
relationship between the pressure fluctuations and the current
is demonstrated in a scatter plot of the spectral density in the
band near 0.027 Hz versus the current velocity (Fig. 5) The
scatter plot suggests the seafloor pressure spectrum varies as
the current tr; the fourth power. The scatter in the plot is an
indication of the variance associated with an estimate of the
mean flow over the finite averaging time, and other measures
of the turbulence display similar variance. In the next section,
a model of the turbulent pressure fluctuations under a
boundary layer shall be considered and this theory compared
against these measurements.

[II. Bounpary LAYFR TURBULENCE

A hydrophone, pressure transducer, or seismometer when
placed in a current will measure two fluctuating components,
one associated with turbulent fluctuations existing in the ocean
current which are advected past the sensor, and the other
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Fig 4  Pressure spectra derived from twe setc of measurements under
different current conditions (a) lese than S cm/s, and (b) 30 cm/s Four
models of fow noise sources are al<o plotted (¢) the maodel denved n this
paper for boundary-layer pressure Quctuations (the line has a slope of
- 1.5), (d) Strasberg’s model for boundary-layer turbulence, (¢) an
estimale of the nowse caused by low arourkt the transducer, and () a second
spectrum denved from measurements of pressure upstream of a cylinder
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Fig 5 Scatter plot of the spectral density in a band near U 027 Hz versus the
mean current at a S m height A line with a slope of four is plotted on the
figure

component associated with turbulence generated by current
flow around the sensor Perhaps surprisingly, the flow noise
associated with the flow around the sensors will be shown to
be of secondary importance when the sensors are deployed
close to the seafloor.
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A drag coefficient of about O 001 leads to a value of the corner
frequency of wy = 80F = 0.008 rad/s at the latitude of the
HEBBLE site. If the dray; coefficient formulation is valid, the
corner frequency is independent of the velocity in the
boundary layer. A single drag coefficient is probably only
valid over a narrow range of velocities, but this result is a
uscful first approximation

Under these assumiptions this model for the pressure
fluctuations at the seafloor from (he turbulence in the bottom
boundary layer becomes

S

v\ 3
.00127) > )

Here Cp = 0.001, p = 1000 kg/m?, Uy is velocity at S m in
m/s, and f is frequency in Hz. The units of the spectrum S,
are Pa?/Hz. The limiting form at high frequencies becomes

Sp(f)=.6(Us)4f- 15,

Strasherg [14] also used Elliot’s data to predict the pressure
spectrum of turbulence in the ocean floor boundary layer. He
suggests

Sp(f)~14 200(Us)* (l +<

Se()=.5Ua) 17

which differs slightly from the expression derived above,
probably because of a slightly diiferent treatment of the
scaline problem for the boundary-layer thickness.

These two models of the pressure spectrum are plotted on
Fig. 4 along with two measurements of the pressure spectrum
on different days. The mean current at 5 m during the more
energetic day was about 30 cm/s and the two models were
evaluated assuming this current. The free-stream velocity
(U.) was probably a little greater than this estimate from 5 m
(perhaps 40 cmi/s), so perhaps the Strasberg model estimate
should be shifted upward by a factor of about five. The two
models fit the observed spectrum well, and there is more than
enough room in the uncertainties of the physics to explain the
differences observed. The relationship of the spectrum to the
velocity observed in Fig. § is clearly very close to the power of
four suggested by the theory presented here and conflicts with
the power of 5.7 suggested by Strasberg.

The flow noise spectrum is obscured at frequencies below
0.03 Hz and in the band between 0.1 and 3 Hz by other natural
sources of (acoustic) noise. We are unable to o ierve the
spectrum near the corner frequency. and so are unable to test
the model to any great extent. A spectrum of current velocity
near the seafloor measured previously [19] showed some
indication of a flattening of the spectrum near the appropriate
frequency. The only constraint here on the corner frequency
results from the constraint on the total power in the spectrum.
A fit of the model to the data seems to fix the corner frequency
to within about a factor of ten, assuming the model 1s valid.
Any effect of rotation on the pressure spectrum, beyond the
constraint on the boundary-layer thickness, has also been
ignored in this formulation.

Both models underestimate the spectrum at frequencies
above 1 Hz, but it is likely that the measurements are
disturbed at these frequencies by the strumming of vatious
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parts of the tripod and similar problems. Some authors have
suggested that high-phase velocity components are associated
with turbulence {25], [26}; if this were true, it would be
necessary to include propagation effects in these calculations,
however theory [27], [28] suggests negligible sound produc-
tion by turbulence at a low Mach number.

IV Frow Naoisg

The HEBBLE tripod deployment was a compromisc be-
tween resources and experimental design; it would have been
preferable to deploy the sensors much closer to the bottom.
Strasherg provides an estimate of the direct effect on pressure
measurements of turbulence generated by the flow around the
transducer (flow noise). This model was derived from
measurements of noise on microphones surrounded by cylin-
drical and spherical wind screens:

Sn(N)=3x 10-3U/fD)Sp2 U4 !

where U is the mean current, D is the diameter of the wind
screen, p is the water density, and f is the frequency. The
spectrum varies faster than velocity to the sixth power, so
small variations in flow velocity lead to enormaus variations in
the noise. The diameter of the transducer cas=< i<, about 25 cm;
a flow velocity of 24 cm/s is assumed at the transducer height
of less than 1 m (Us = 30 cm/s). Inserting these values and the
density of ;eawater into the previous expression, the model
becomes

Sn(f)=2x10-4f-335  (Pa¥Hz).

This model is also plotted on Fig. 4. The model very muck
underestimates the observed pressures at high frequencies and
suggests very large values if extrapolated toward lower
frequencies. The predicted dependence on velocity (power of
6.5) is not observed in the ocean floor measurements.

The range of validity of this model (based on the original
measurements) only extends down to about 0.16 Hz. A
cylinder in a steady flow sheds periodic vortices at a frequency
given by

v
=85 —
fSD

where St = 0.2 is the Strouhal number. The previous
exprescion is only valid at frequencies well above this Strouhal
frequency. Pressure and velocity signals measured near a
cylinder in a flow will typically be very nearly harmonic with a
frequency equal to the Strouhal frequency. The spectra of
these variables are usually very narrow band, although the
second harmonic may also be present [29].

Measurements of the spectrum of the acoustic radiation
upstream from a stationary, rigid cylinder in a flow closely
resemble Strasherg’s model spectrum at frequencies ahove the
Strouhal frequency [30]. This spectrum also varies with
velocity to roughly the sixth power, and with the frequency as
J~3%. However, there is a narrow peak in the spectrum near
the Strouhal frequency and the spectrum falls precipitiously at
lower frequencies. To illustrate this point, this spectrum is
sketched on Fig. 3. The amplitude of the spectrum is
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arbitrarily scaled so that it *'patches’ into the Strasberg
spectrum (Sy) at frequencies well above the Strouhal number,
This curve falls well below the spectrum of current related
noise detected in the seafloor measurements. Different parts of
the tripod will shed eddies of many scales, but the pressure
fluctuations associated with these eddies will mostly be limited
to frequencies above the various Stroubal frequencies. The
Strouhal frequency of the transducer cases is probably the
lowest associated with any structure in the bottom part of the
tripod.

These measurements and this theory strongly suggest that
the low-frequency pressure fluctuations are caused by turbu-
lence in the acean floor boundary layer rather than to flow
noise as defined here. The maodel spectrum based on bound-
ary-layer turbulence is a good fi- to the pressure spectrum
ohserved at the deep seafloor under a strong current. Some
reservations must remain because the problem of predicting
the flow noise around the transducers and tripod is obviously
very difficult. Although the trnipod structure was designed to
minimize flow interference, a complicated effect must be
present.

V. Fr.ow NoISE AND SHSMOMETRY

It 1s appropriate to conclude this discussion of seafloor noise
with a discussion of the effects of ocean currents on long-
period seismometer measurements. Most long-period, terres-
trial seismic instruments are now installed in boreholes to
avoid the noise associated with atmospheric pressure varia-
tions. This noise component is a result of quasi-static
deformations of the earth in response to the surface pressure
fluctuations. The noise is most severe on the horizontal
component seismometers because of tilting caused by the short
wavelength components. The tilts change the level on these
components so that the force of gravity disturbs the centering
of the mass (a component of the acceleration of gravity is
rotated into each component). The apparent horizontal accel-
crations due to this tilting are calculated separately from the
true horizontal accelerations associated with deformation of
the earth. Fluctuating forces on the seismometer associated
with the flow also induce motion of the seismometer. The
horizontal component of this noise source also includes a
separate tilt component.

The pressure fluctuations at the base of the atmospheric
boundary layer on a moderately windy day (7 m/s) are of
similar amplitude (= | Pa) to those observed on the deep
seafloor under a 30 cm/s current. The frequencies associated
with the pressure fluctuations on the seafloor are also similar,
perhaps slightly lower because of a lower mean velocity
compared to the boundary-layer depth. We should expect
boundary-layer pressure fluctuations (o be as much a problem
on the seafloor in regions with encrgetic currents as at typical
continental sites. The solution is the same on the seafloor as
for a terrestrial site; the seismometer should be installed in a
borehole. Fortunately, the typical scale lengths associated with
ocean floor pressure fluctuations are substantially shorter than
for the atmospheric boundary layer because of the much
slower mean-flow velocities. The depth of burial required to
avoid the noise is therefore much less, but the tilts are larger.
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Fortunately, much of the seafloor has weak bottom cur-
rents. The currents at the deep seaflror of the eastern Pacific
are typically les- than | cm/s and so a site in this region might
be expected to be quict. Distinct ‘‘noise notches' were
observed in the measurements of the spectrum from all three
components of a long-period seismometer that was installed on
the seafloor off of the northern California coast; this suggests
the absence of significant currents, although a small tidai cycle
was detected in the noise on the horizontal components (4],
(e,

Sorrells [31], [32}] has looked at the problem of seismometer
noise generated by atmospheric pressure fluctuations. The
large eddics in the boundary layer are advected by the mean
flow at a speed slightly less than the free-stream velocity, so
the wavenumber k& associated with a pressure disturbance of
frequency w (in rad/s) will be assumed to be approximately (k
= w/U). Sorrells’ results for the vertical (w) and horizontal
(1) accelerations as a function of depth associated with a
propagating pressure disturbance of amplitude P at the surface
of a half space are

iPUnw [ B2 ;
5o \aloft - i{wl - k:
R H <a2_gz kZ) exp (- kz) exp (ifwl - kx))

PU,.w az )
W'_—"zpaz' (;,—_—E-,Hz) exp (- kz) exp (i(wt - kx)).

The tilting of the scismometer adds more noise to the
horizontal components than the dircctly generated honzontal
accelerations. The apparent acceleration is the tilt times the
acceleration of gravity

, iPg al
w0g= 12 (i)

« exp (- kz) exp (i(w! - kx)).

The induced accelerations can be large because the shear
velocity (B) of surficial deep seafloor sediments can be very
low ‘as low as 25 m/s). In the results discussed below, the
compressional (o) and shear velocities are assumed to be 1500
and 25 m/s, and the density of the sediment (p) is set to 2000
kg/m’. The free-stream velocily is assumed to be 30 cm/s.

In Fig. 6, these estimates of the accelerations caused by the
pressure fluctuations in the boundary layer are compared with
several estimates of the spectrum of seismic noise at continen-
tal and oceanic sites [33], [34]. Only the effect of tilt on the
horizontal components (u’) and the estimate of the vertical
accelerations (w) are plotted here. The horizontal accelera-
tions associated with elastic deformation (1) are very small
and plot well-off the bottom of the graph. The pressure
spectrum was derived from the model developed earlier in this
paper. Again, the spectra are plotted only at frequencies well
above the corner frequency, so the slope of the lines is
essentially constant,

The flow generated accelerations are large, but a seismome-
ter does not need to be buried very deeply to escape the
boundary-layer noise, since the noise decays with depth as
e~*_ Ata s period the wavenumber is about 2 m-'; at 100s,
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Fig. 6  Seismic nowe detected on vertical component seismometers from a
quiet continental ute (Queen Creek, (29]). an ocean floor borehole
seismometer (MSS), and measurements from a noisy and a quiet seafloor
ate [30). Three model curves are also plotted for nnise induced by the
current near the eafloor. Lines Inheled W and U’ correspond to the
vertical acc and | accelerations (from ulting)
due tn the elastic de[nmmmn of the seafloor caused by boundary-layer
pressure fluctuations. The spectrum labeled U corresponds to the apparent
horizontal sccelerations from tiluing of the seismometer caused by the action
of fluctuating currents

the wavenumber is 1/50 m '. The seismometers must be
buried 1 or 2 m to avoid flow-induced noise at | s, and perhaps
100 m to avoid noise at 100 <. Again, it is assumed in these
calculations that there 1s negligible energy associated with the
turbulence in high-phase velocity components (which might
couple into elastic waves).

Other authors who have discussed the problem of flow noise
on scafloor seismic measurements have focused on the
strumming of various elements of the seismometer packages,
such as the radio antennas, because the high-frequency flow
noise seemed to be narrow band in frequency [35), {36].
Removing or reducing the size of antennas provided for quick
improvement of performance in regions with strong currents.
Redesign of the typical OBS from a tall, thin (but easily
deployable) object into a short, squat, low-profile instrument
was also advocated. Some present-day ocean bottom instru-
ments have the seismometer packages deployed externally to
the main body of the instrument for these same reasons.

One can make a simple estimate of how a low-profile
instrument will perform in a strong current under ideal
conditions to compare against these other calculations. I will
assume a spherical OBS of radius @ mounted on a base of
radius b resting on the seafloor. The largest term is again
associated with the tilting of the instrument. If the force on the
sphere is (F;), the torque on a moment arm of length a must
balance the torque applied by the force on the footpads (Fp)
times the moment arm b. The displacement (Az) of eazh of the
two footpads is

Fb(l - Uz)

Az=
T

where r is the radius of a footpad, and E arid v are the Young's
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modulus and Poisson"s ratio of the urderlying half-space [33].
1 will assume the force on the sphere is given by a drag law

Fi» l/szUzA

where C is a drag coefficient for a sphere of about 0.4, A is the
area of the cross section of the sphere, p is the density of the
seawater, and U s the velocity of the flow. The uit of the
sphere is simply @ = Az/b, which in this model becomes

GCU’a (l —v’)
T8y  E

Evaluating this expression for a = 0.125, b = 0.3, r = 0.2,
E =3 x 10% and v = 0.499, we get
% ~8.5 urad/m?/st.

For a current of 0.18 m/s we expect a tilt of about 0.27 urad.

The inean tilt may not be important; it is the spectrum of
fluctuations about this mean which determines the noise on the
horizontal components of the seismometer. The force on the
sphere fluctuates both because of changes in the flow velocity
impinging on the sphere and because of eddies spun off the
backside. The first problem is treated here, since there are
good measurements of the fluctuating component of the
velocity in the ocean floor boundary layer. If the fluctuations
are small compared to the mean flow, then the spectrum of the
tilt S., is related to the spectrum of the flow fluctuations S, by

S,,"-D—z- Su

where here @ refers to the mean tilt and U, the mean velocity.

Using the measurements of Gross et al. {19] of the spectrum
of velocity fluctuations 1 m above the bottom in the HEBBLE
area

S
Uui-%dO"f"-’

the apparent horizontal acceleration spectrum is just g2 imes
the tilt spectrum. The acceleration spectrum under a 0.18 m/s
current (at 0.2 m) is then

S,»=1x10-15f-13

where f is in Hz. This estimate is also plotted on Fig. 6. This
source of noise is comparable to the noise gencrated dircctly
through elastic deformations induced by the pressure fluctua-
tions. These results suggest that a shallow emplacement of 2
seismometer to avoid the direct effect of flow around the
transducer will yield only moderate improvement in signal to
noise beyond that gained by careful streamlining of the
instrument package to avoid strumming, etc. Shallow-to-deep
emplacement (meters to 10°s of meters) is required to escape
the flow-induced deformations of the earth.

(m/s?)¥/Hz

VI. CoNcLusiONS

The purpose of this paper was to provide some measure-
ments of flow noise useful for planning future experiments
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with long-period instruments. These calculations provide
some warning that the simple view of flow noise as solely
related to the flow around the transducer is incorrect when
applied to low-frequency seafloor measurements. The pres-
sure fluctuations detected by sensors at the seafloor under a
strong bottom current are instead well (it by a model based
solcly on turbulence in the acecan floor boundary layer.
There are two comparable components to current-induced
noise for seafloor seismometer installations The scismometer
is moved and tilted by fluctuating forces on the exterior of the
seismometer. This source of noise can be avoided by shallow
emplacement of the seismometer. The second component is
the result of deformations of the seafloor caused by large-scale
eddices in the benthic boundary layer. Deep burial is required
to avoid this naise at low (requencies, but this source is
negligible at shallow depths at frequencies above a few Hz.
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Evaluation and Verification of Bottom Acoustic
Reverberation Statistics Predicted by the Point Scattering
Model

D. Alexandrou and C. de Moustier

The point scattering model offers a parameterization of the reverberation probability density
function (p.d.f.) in terms of the average number of scatterers contributing to the return and the pres-
ence of a coherent component in the received process. Computer simulations were used to verify
model predictions and to evaluate their usefulness in the context of seafloor classification. As part
of the verification study, the scatterer density was determined from the kurtosis of the reverberation
quadrature p.d.f. The influence of a coherent component on the reverberation statistics was exam-
ined, yielding a better understanding of problems associated with its experimental measurement.
To evaluate the potential of this parameterization as an acoustic signature for seafloor classification
purposes, tests were conducted with alternative simulated scatterer distributions exhibiting a de-
gree of clustering and regularity. Further tests were conducted with real reverberation data collect-
ed by the Sea Beam sonar system in two different seafloor areas.
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On-Line Sea Beam Acoustic Imaging”

C. de Moustier and F. V. Pavlicek

*, Reprinted from Proceedings of MTS/IEEE Oceans ‘87, CH2498, pp. 1197-1201 (1987)
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ONGINE SEA BEAM ACOUSTIC INAGING

C dec Mousucr and F V Paviiceh

Manne Physical | aboratory
Senpps Institution of Oceanography
La Jolla, CA 92093, US A

ABSTRACT

This paper descrihes o system designed and bl at the Matine Phy
sical | abosatary of the Scnpps, lnsutution of (keanngrapliy to pro-
duce acoustic images of the <cafloor on-hine with a Sea Beam mulu-
beam echo-snunder Thus <ystem uses a stand alone milerlace
between the Sea Beam sysiem and a grey-scale hncsscan recorder
The interface 15 built around a Motorola 68000 nucroproe essor and
has dighing capabihiies 1t digrizes the detected echo agnaic
from cach ol the 16 prelormed heams mside the Sea Beam echn
procesear as welb as the toll mformanon given by the ships serveal
relesence  The acoustic data are then soll compensated and com-
hited aito a port and a <starhoard tme senes  These time senes are
eventually output i dignal format to a hine-scan recorder which
produces the grev scale acoustic image  Results are discussed for
Sca Beam acoustic wnages of the seafloor and of the Deep Scanes-
g layers

I INTRODUCTION

As patt of 2 program 1o invesigate seafloor acoustic hackse itter
measured with 9 Sea Beam multibeam echo sounder  the Manne
Phyvescal [aborateey (MPLY of the Seripps Insttunion of Oceanogra
phy bl a parailel acoustic data acquisiion system using a DIFC
LSH 11773 numcomputer 11,2) 10 preserve the echo signals 1ecened
by the Sea Beam sysiems which has no internal provisions to do <o
The Sea Ream system 15 primarily a ligh-resolution bathymetnc
survev tnol which transmits a Tms pulse of 12 158 k7 over a fan-
shaped beam (2 2/3° lore-aft by $4° athwartshups) stabihized
pitch, and which recerves botinm echoes on 16 adjacent preformed
beams (each 20° fore aft by 2 2/3° athwarntships) [l processes the
echoes and outpuls a contour chart of a swath of seafloor wih 3
width roughly equal to 3/4 of the witer depth below the ship For
detailed descriptions of the Sea Beam sysiem the reader 1s referred
10 the works by Renard and Allenou (3), Farr (4) and de Mousner
and Kleinrock (S)

While analyzing bottom echo signals received by the Sea Beam s
tem and recorded with this parailel data acquistion sysiem  we
found that 1n spite of the muliibeam geometry, the equivalent of a
stde-scan sonar unage of the seaflnor could be obtained by commn-
ing beams on enher side of vertical (6) Such an scoustic 1mage of
the seafloor yields qualitauve information abaut the texture of the
bottom and complements the high.resolution hathymetry normally
derived from the Scu Beam sistem  Because tlus textural minrma
tion 15 4 poteattally taportsnt clue for geomorphological wnterpreta-
tions. 1t would be very iluable to the mvestigator in redl time dur
g the course of u surves  For this reison, we decwded 10 bund an

on line acoustic inmiging svsient which would give immediate access
to the dala as oppnsed 10 recording them on tape and producing
grey-scale displays i a post-processing operatson

In the following, we desenibe this on-hine Sca Beam  acoustic
imaging system which consists of a “smart” inteeface, built around a
Motorola 68000 nucroprocessor, between the Sea feam sysiem and
3 line fan recorder We first give an ovesview of the general
<vstem configuraton sith the vanous peripherals imvolved, we then
describe tlie nuugoptacessar contgotled vt that otchestates the
acoustic imaging scheme, and we presents <ome data samples

2 GENERAL SYSTEM ARCHITECTURE

In tms secuan, we hriely desctibe the general configuration of the
acoustic imaging system and us hnks to the Sea Beam ccho.
soundes

As seenan Digute 1. the maor components of the system consist of
& nucropracessor-controlled wunit (suppled area) interfaced to a Sex
Beam system, 2 sct of penpherals including a CRT console for
operator intetactions and a hine scan tecotder for data output, and a
link to a host processor for soltwire down-loading  We use the
DEC LSI-11773 nunicomputer of our acousiie data acquisiton svs-
tem menttoned abose as the host pencessnr The hine scan recorder
15 9 4 b grev scale Ravtheonn LSR-1ROTM drv paper recorder with
digital input and 4 khvies of memors

Three types of signals are taken from the Sca Beam system clixk
signals for time refcrence and synchiomizaninn, roll signats for verti.
cal reference and acoustic signals from the 16 beams  To nuninuze
interferences with the Sca Beam system  the acoustic signals and
the clock signals are tapped by high-impedance bulfer amplifiers
inside the Sea Beam system, and are teansferred differentially to the
intetface  The roll signals are transformer coupled

The microprocessor-controlled unit consisis of 3 boards hinked by a
16-bit data bus  The heart of the unit 1s the processor board which
includes a 68000 processor, 16 kbvies of EPROM holding monstor
software and 20 kbytes of RAM (or monitor management func-
tions This board also has seral ports that are used for RS-232
links 10 the operator’s console and to the host processor The
second hoard 15 a memory expansion board conligured to hold up to
256 kbytes of memory In 1ts current configuration, 192 kbytes of
RAM ate mstalled on this board  Prouision has been made lo
mstall up 10 64 kbyies of LPROM’s in order to make a completely
stand alone system The third board 15 the nterface board which
services inputs from the Sea Beam sysiem and from the unit’s front
pancl, and outputs to the line-scan secordes  The unit’s front pancl
features 4 st of 8 switches for operator intcraction (sclting of -
nal values or modifying program constants) and a twa-dign LED
displav for performance monitonng

CH2496-4/87/0000- 1197 $1.00 ©1987 IEEE
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Frgure 1 Generl swsiem block diagram, the stippled ate 1 dehinuts the nucroprneessor weiem

The prcessor boud and the e=meary expanuon board are off the-
b unis anl we will not discons thom hdhies i tus pyws tm
the other hand, we have configured the mterface board speailicaliy
for this sysiem and we shall descnibe it i more detals i ihe lol-
lowing section

VOINPUT OUPUT INTLRFACE

As indiated 1n the previous sechion the o function of the
nputl outpul nterface board s o service inputs Trem the Sed Beam
svsiem and the unit's front panet as well as outputs to the recorder

fagure 2 allusieates the «ignat pathe from the Sea Bean system to
the mucrapracessor through the mnerfice At the ¢enter of this
interface 18 a data control and tinung tnn winch gets ats mgunts lrom
the snnar Aev pulse and the Sea Beam svsiem’s 12 188 kHe refer-
ence frequencs  The <onar hev pulie imdicntes the ousel of g
transnussien ¢sele in the Sea Beam sveiem and it sorves here as the
tune zero refecence The 12 158 AH?2 refetence frequencs produced
by the Sea Beam system s transnul aignal generator 1s fed into a
phase lock loop whose output 15 divided down and used as the
digiizing clock on the ntertace bourd  The coll signals come 0
synchro formar () phases 120° apart and 400 Hz reference) from
the ship’s vertscal refeseme and are fed to & synchio-to digial
(S/D) converter  The omputs of the S/D consester are held mn 1)
npe regssters which nterace directiy with the system bus so thal
the processor can access the roll data dicectly ot a dedicated
memory address  The 16 acoustic channels corresponding to the 16
Sea Beam preformied beams are nput dilferenially into a 16-
channel andlog multiplexer whose common output s lteld i a <am-
ple and hold amplifiet interfaced to a 12-bin analog to-digital (A/D)
converter  As mentioned abnve the A/D converter 8 clocked by a
tuming signal which 18 an integer sub mulupte of the 12 158 kilz
reference frequency The multplever 1s alen svnchronously con
trolled to change channels between each AZD digiizing cycles  [n
the present configuralion, the sampling rate s approumately S0
1z per channel  The digitized data s stored i a S12-word First-in
Fust-out (FIFO) memory which is directty dceessible to the proces:
sof through the sysiem hus

taputs from the switches on the umi s feont panel are directed to
the svstem bus by way of bus drvers wheneser the nucroprogessor
teads data from the memon addiess assagned 10 the teont panel
Likewise. bus access 10 the LD display on the trom panct 1 done
directiv through D-1ype registers when the ancroprocessor weles 10
the front panel’s memory address
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Ouwpute 10 the hae scan reconder are antertopt doven The
wecntdes sanes 0 e 2ot ntenapt o the processes when the
stslus reackies ihe fett hamed cdge of the paper  Whest the prxessot
15 tcady to service this anterrupt, it wnites four bits of data (2 nib-
bled to a B)-1vpe regisier at the address of the recorder parallet port
The nucroprocessor serds 3096 such mibbles to tus address and
separate circunt steabes the data into the cecotder buffer  Note tha
this sequence of cvents s speaific 10 a Ravtheon LSR-180°\
recorder, provisions hase heen made on the interface board 1o
acnmodate FIC tvpe recoders which mterrupt the processor lor
cach teansmission of a 4-bil pivel in addinion to the afnrementoned
e 7cto merrupt

Pinng Sequence for Data Acquisinion

The vanous anput and output operations owlhned  above  are
muged by the data control and tnung umt accordhing 10 o
presenthed sequence ot data aggisiion  The ding dagram
shown o Figute 3 illusteates the sequence of cvents taking place
between two sondr ke pulses {time zeroi dunng data acquisition
The sonar ey pulse trggers a decrementing counter previoush
loaded with a ume delav proporuonal to the ume necessan lor
sound ta reach the sealloor and seturn to the ship When a pro-
eratn 18 fiest stanted  thus depth dependent ime delay must be set
from the {¢ont panel swilches according to the current water d2pth
below the ship From then on, the program tracks the botiom
and updates the delav umer automatically

When the tmer reaches zefo, at stanis the A/[) and the S/D
converstons  As indicated above the output of the \/D conv2rter
1s held in 2 512-woed TIFO memonn The TIFO sends aninterrupt
to the processos on the half-full flag (236 words) and the processor
must read data off the FILO into memory 1in order o clear the
interrupt - A/ consersions and FIF O micreupts continue unul the
specificd number of samiples has been digihized for cach channel
and stoced o memory for the S70 data, the processor necd
only read the daa off the bus and nterlcave the roll samples mio
nemory with everv 256-word interrupt sequence

The next set of operations incdicdes data processing and Jisplass
The dats processimg s mainty concerned wih automatie borom
tracking, ol compensation and Tormatting ol the digitized wcousing
data dar display on the gres-scdle recordur We shall discuss this
processing u mote detall i section 3 As seen i the tunung
diageam (Higure 31 data processing stust be completed betore ihe
next A/D) converaion sequence begins  The wmonnt of tme ws il
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Figure 3 Tinung disgram showing the sequence of events happening between 1Wo Sonar Iransimssion cvles

sble for processing 1s therefore dependent on the water depth which 3 DATA PROCISSING
deternunes the sonar hey pulse intessal (e g 6 510 3000 m of water
depth) and on the number of samples required lor each channel When the required number of samples of echo amphitudes and roll
e g 500 saniples in 3000 m of water depth) information have been digitized and stored in a data bufer n
memory, the microprocessor stops al! digiization and begins pro-

Duning all the above operations, the recorder sends interrupts to cessing the data, In the current configuration, three main process-
the processor al o rate deternuned by the scan ale selected by the Ing 1asks are performed bottom traking  roll correctson and dula
operator (tymcally 1.4 s} However these recorder interrupls are formatting

- given 4 lower priority level than the A/D imerrupts so that the pro-
cessar does not service them while A/1D interrupis are pencing Bottom traching consists in finding the liest amplitude exceeding o

grven threshold s any one of the 16 preformed beams  The posie
non of (s dats poron with respeat to the beginming of the data
buffer gives the nme elypaed wnce the onset of the dggtizanon

1199




sequence to reeeive the fuest bottom echo  The boltlom kg
touling steives {0 optimze tas time inteesal and o constean o
within 2 200 my window by adjusting the tme delay between the
sonar key pulse and the onset of digitizanon (Igure 33, Beeause
noise smkes and interferences from other sound sources operating
stmultaneously with the Sea Beam system occasionatly cause false
hottom detection, bottem tracking histary (tom peevious transmss.
ston cveles 18 alver wicluded i the computation of s wne detas
adjustiment

Fhe first arnvat tound by the bottom teaghing routhine s then used
as a tme seference to compute a port and s starhoard hme seoes of
echo amplitudes  Howesver, in otdes to deteriine which beamns
belong to cithes port or statboatd 4 roll correction must be applied
The preformed beams are ponunally spiced 2 273 apart anel cen
teredd 0 the ship's teference frame as shown an Figure 4 This
fipure & an cxvample of bottom ccho amphibides recened aad
detected on the 16 prefonmed beats for one senar toansimssion
cycle  The x-axs 1s e in seconds alter transnussion ad amph.
ldes are displayed in volts and have been corrected for acoustic
transaussion loss theough the water column by a tune varving garn
m the Sea Beam ccho processor hardwate  The digiiized toll angles
correspond 1o the ingle batween the shap’s settical axas aud true
vertical duning echo recepnion  As heams are rqually spaced, these
roll angles can be uscd (o enter a table of beam offseis with respedt
to verucal and the roll correction 15 performed through a table
look-up  Note that thus roll correction scheme 18 onty a first
apptoximation which 1s sufficient to produce a uscable time ceries
of amphtudes as a function of slant range  For a display of amph
tudes as a function of honzontal range, the rofl correction needs to
take ranv bending effects o account

figure 4 Favelopes of bottom echoes recencd by the 16 pre-
formed beams

In the present conhgurahon  the tme <enes on both post and
strtheatd ue lonmed tiough o peak detecnon process at ancee
mental slant ranges from the fisst araval These data aie then con:
verted from the 12-bu format given by the A/ conversion 1o a 4
tit format by table look-up  Tlus wvields 16 lesels of grey to be
displayed on the recorder  The grey-lesel consersion table can be
modified to accomadate overdlt dulferences in signal amphitude  lev-
els from one Sea Beam system 1o another  Although not currenils
ymplemented, provisions have also been made to mclude a table
look-up correction for angular depen Jence of scaflnor acoustic
backscatler

S

S RESULTS

A Seafloor Aconstic Tnnes

A example of the aconstic mage sesulimy from the abosve pro
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cessing s shown i Fyaare §0 Tl gl thigure Sak s sotuatly
replased  from Sca Beam  wnustie daty recorded  aboand  the
RV Thomas Bastungion on the 1ast Paafic Rise and progessed ws
descnbed in secion 4 The cross-traeh dimension i secomls
coteesponds to differentid slant range (seeosits Trom fiest areeval)
The slong-track dimenston of this image v in hilometers and
matches that of the cosresponding swath ¢ plot procluced by
the Sca e un system (Frpure SO The comtour i ey als are Y m
in the upper porhion of the swath (1) and 20 m i the lower porhion
() The acoustic innage and the comenred swath complement ach
other as the quabtabive texioesl formation scen i the e
wauld b aussed o one only ikl the contowss  Likewaise, the quan
utative hathymetny given by the contours could not be iderred teh
ably from the wonstie sge  The fact that the bncation piiem
sect in 1he acoumste Hnage s not obuons an the contours ab the i
m or 20 m contour intervais indwates that the corsespoading rehel
16 lower than 10 m Although bathyineiny data from the Sea Beun
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saslere can be contoured at itersals fowee than 10 my, sach con.
tours are tvpncally aoisy and are theretore dilicult 10 mterpret
Note also that the teend of the hneations seen it the aeoustic
image 18 distorted by the slant range cepresentation, the actual
teend would appear at 4 greater angle to the stup’s track

B Images of the Deep Scattening Layers

A relanvely simpler form of on-line Sea Beam acoustic display cone.
sists 1 outpuiting the echo amplitude a5 a funchion of tme for
dividual beams  This type of display s uselul as a quick check of
the pedarmante of the echo-sounder part of thie Sea Beam system
1115 also most useful when traching Deep Scattening Lavers (DSL)
m the ocean  Figuee 6 18 an example of such an on hine acoustie
image of the DSE recarded at dusk an the teopical Northern Pactlic
ahoatk the RV Adlanns 11 Thece mcdisidaal beans are represented
m this picture (port 8, port 1 and starhoard 7) cortesponding to
inaidence angles of roughly 20°, 2" and 18" respecuvely  The hor-
1zontal axis spans approuimately 60 nme and the verucal hines are
spaced 30 nun apart wath the ship progresang at 12 knots from lefl
to nght  In this on-hne display, spacing be*ween the 30 nun ume
marks vanes as 1 function of the transnmssion repetiion rate which
s determincd by the water depth  Closer time marks indicate a
deeper hottom The vertieal axis s slant range n uncotrecied
meters (1500 /<) This slant range ts cquinalent to depth lor the
center heam (port ) The pattern seen m ot three beams of Fag.
ure 6 15 the well known mizraton pattern of nndwater aekion
towards the sea surface at mght-fall (7.8)  On the left e of the
image, discrele layers converge upward 1o the 2 h wme mark and
some of the scalterers seem 10 reassembie anto discreic lavers in
the first 150 m 1owards the nght of the image while layers are soll
visthle between 400 m and 600 m

Compared with sinnlar images of the 1St obiamed 1 the past with
conventional widesheam 12 kil7 echo sounders these images olfer
geeater spatal sesolution both along and across the sap's trah,
The 16 2 273 heats of the Sca Beatn system sield 16 simultancous
discrete  measutements  where the  conventional  echo-sousdes
mtegeates over the same volume of acean to give one measure
ment Tl tigher spanial resolution mahes st possible to insestigate
the patchiness of the distnbution nf the 12 3 Hz biological seatterers
in the DSL's and 10 proside real-time cdues on the Hieral extent of
a given patch dunng trawhng operations

6 CONCLUSIONS

The on-line Sea Beam acoustic unaging svstem we have described
m this paper allows inveshigators 1o extract more informatson out of
the echo signals tecesved by the Sea Beam system than 1s avaslable
in the standard swath bathymetry output  We have shown ihat
acoustic images of the bottom or of the DSL’s can be desived from
the cchoes received on the 16 preformed heams with a small
amount of histdwiee ot without ntertenng wils the notmat b ahy-
metric function of the Sea Beam system  The addmonal mforma.
ton provided by this imaging system is a real-ime complement te
the contoured bottom data and it allows the investgator to make
better decisions about survey patterns and data quality while at sea

Future improvements 1o this imaging system should include a capa.
bility to ncorporate the bathymetric informatinn produced by the
Sea Beam echo processor into the data procesaung software in order
to petform slant-range cotrection on seaflnor acoustic images  The
depths and cross-track distances computed for each transimission
cycle could be mput on the mictoprocessor bus through a paraile)
Pt Such a data transmission scheme as already been imple-
mented on the aucroptocessor as we use 1t as a spoohing interlace
between our LSI-11/73 aunicomputer and the linescan recorder for
post-processing operattons and for plav backs froni dignally tape.
tecorded data
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Chapter 8
MODULATION OF SHORT WIND WAVES BY LONG WAVES

JEROME A. SMITH

The Marine Physical Laboratory of

The Scripps Institution of Oceanography
University of California, San Diego A-013
La Jolla, CA 92093

1. Introduction

The behavior of short surface waves (wavelength less than a meter or so) riding on longer
wind waves or swell has sparked interest for several decades now. In the problem as posed
here, the energetic waves near the peak of a wind-wave or swell spectrum are treated as a
large-scale, slowly varying **medium" in which short gravity-capillary waves evolve. This
“*WKB approximation'' should be well founded, since the time and space scales of the long
and short waves are widely separated, and no reflections of the short waves occur. Short
wave *‘packets’’ or ‘‘components’’ are examined independently as they evolve under the influ-
ence of slowly varying winds and currents, and later reassembled into a larger picture.
Resonant non-linear exchanges are not explicitly included, although (for example) a **packet’’
might be regarded as a set of tightly coupled wavenumbers rather than as a pure sine-wave
component.

This should be considered as a kind of *‘thought experiment.”” Beware of any who claim
to have solved this problem: There remain too many ill-known or even unknown aspects of
the total interaction of long and short surface and surface shear layers to hope for a final solu-
tion. However, by combining physics and physically motivated hypotheses with as many
observations as can be brought to bear on the problem, the possibilities can be greatly
reduced. Some qualitative conclusions can be reached, and directions for further work indi-
cated (on poth the theoretical and observational sides).

An eclectic review of the history of the long-wave/short-wave problem 1s given next, with
apologies to the many whose contributions are neglected. A good starting point is with obser-
vations made by Cox (1958): His surface slope and elevation measurements showed a mean
square surface slope which was highest near and just ahead of the peaks of the longer waves
generated mechanically in the tank. Later, M.S. Longuet-Higgins (1963) showed that
**parasitic”” capillary waves are generated by sharp crests, with group velocities equal to the
long wave phase speed. Also, in a now famous series of papers, Longuet-Higgins and
Stewart (1960, 1961, 1962, 1964) defined a surface wave ‘‘radiation stress,’’ describing
changes in momentum flux due to the interaction of surface waves with larger scale (in the
WKB sense) flows. These analyses showed that long-wave orbital velocities alternately
compress and expand the shorter waves, leading (in the absence of growth and dissipation) to
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maximal amplitides at the crests of the longer waves, but with no net exchange of energy
over a full long-wave period. Phillips (1963) then noted that, being of larger amplitude yet
shorter wavelength at the crests, tiese short waves were likely to dissipate preferentially
there. Since the *‘excess energy'’ of the short waves came from the long waves, he
concluded that this results in damping of the long waves. But, Longuet-Higgins (1969a)
pointed out, these short waves also carry momentum, so their dissipation must also result in a
transfer of momentum, acting like a variable stress along the long wave surface. This vari-
able stress acts on the long-wave orbital velocity, resulting in an energy transfer much greater
than Phillips® damping term, and which favors growth when the waves go in the same direc-
tion, and damping when opposed (e.g., swell propagating into the wind). Since the observed
growth rates of the longer wind waves are larger than those calculated by, e.g., Miles (1962),
and since swell are known to be damped effectively by an opposing wind, this *‘maser
mechanism’’ fit rather well into a perceived gap in the theory of surface wave generation.
The reign of this *‘maser mechanism’ was brief, however. Hasselinann (1971) pointed out
that, 1n addition to momentum, the short waves induce mass-flux. When the short waves dis-
sipate, they create a mass divergence (or convergence) at the long wave surface. Since the
long-waves' surface elevation corresponds to gravitational potential, Hasselmann (1971)
showed that a transfer of potential energy aiso occurs, exactly canceling the *‘maser’” term,
and leaving just Phillips’ damping once more. A few years later, two groups (Valenzuela and
Wright 1976, Garrett and Smith 1976) independently noted that Hasselmann had assumed no
correlation between short wave growth and long wave phase. and that this term can resuit in
net transfer to the longer waves. A simple physical interpretation is easily devised: Consider
a surface layer (thin compared to long-wave scales) which contains both the short waves and
the surface wind-drift. Then, when the short waves dissipate, both the momentum and
corresponding mass flux are merely transferred to the “*drift component’” of this layer. In
terms of the underlying long wave, it makes little difference which component of the surface
layer carries the momentum or mass-flux, as long as it's still within this surface layer. On
the other hand. variations in short wave generation represent momentum gained from the
wind, and so change the total surface layer budget and can therefore affect the long waves as
well.

At about the same time, work by Gent and Taylor (1976) suggested that variations in short
waves amplitude would also affect the long wave growth indirectly, by acting as variable-
sized ‘‘roughness elements’ and changing the air-flow over the long waves. Put very simply,
for potential flow of air over the waves, the Bernoulli effect gives rise to a large pressure
variation which is in quadrature with the vertical velocity, and so does no work. Any slight
change in the phase of this pressure field, induced (for example) by variations in the turbulent
shear stresses, could therefore greatly alter the long-wave growth rate. The short waves can
act as ‘‘roughness elements'’ for the airflow over the long waves. Therefore, it's not too
surprising that the modulation of short waves can bring about enormous variations in the
phase of this induced pressure field. Thus,4n addition to the ‘‘direct’’ effect alluded to
above, variations in short wave generation can also alter long wave growth indirectly, by
altering the airflow. The results of Gent and Taylor's (1976) aerodynamic model indicate that
this effect may be quite large for under-developed seas (with long wave phase speeds less than
the wind), but may be less important for waves (swell) moving with or faster than the wind.
A major conclusion of the present study is that more work along these lines is sorely needed.

Keller and Wright (1975) approached the problem from a different perspective. They and
their associates at the Naval Research Laboratory had been making pioneering measurements
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and downwind-directed *‘looks,’ they could effectively remove variations due to tilting of the
surface from the intensity of the returns, leaving mainly those due to modulations of the short
Bragg-resonant scatterers. What they found was surprising: the measured modulations of
short wave energy are as much as 15 to 20 times the long waves steepness, not the measly 2
times or so derived from the conservative interaction. Also, the maximum amplitudes appear
just ahead of the crests. rather than at them. in agreement with the earlier observations by
Cox (1958). It 15 important to realize that, with tilting effects removed, the radar scatters are
from an essentially fixed wavenumber, rather than a *‘fixed wavetrain.”" as considered in the
theoretical treatments. Straining by longer waves changes the wavelength as well as ampli-
tude of the short waves. Viewing a fixed wavenumber, energy is effectively transported from
adjacent spectral bands. For a typical *‘equilibrium spectrum’ of gravity waves, the energy
(amplitude squared) goes about as k =%, so this spectral transport can be significant: in fact, it
would raise the *‘conservative’” modulation to about 6 times the fong wave slope (2 from
amplitude modulation plus 4 from spectral transport). For the observed short vaves (near the
gravity-capillary transition, and near the viscous cut-off as well), actual spectral slopes can be
greater than k™%, By introducing relaxation towards an **equilibrium spectrum,* Keller and
Wright could reproduce a maximum slightly forward of the crests, as indicated by the mea-
surements. However, even with measured spectral slopes, the predicted amplitude of the
modulation falls short of the observed levels. A higher-order model (Valenzuela and Wright
1979) does not improve this. Thus, Wright et al. suggested that the *‘equilibrium level’" is
itself modulated by the long wave environment.

With the work of Keller and Wright (etc.), and with the development of remote sensors
such as SAR, scatterometry. etc.. which depend on the behavior of such short waves, the
focus of the problem shifted from the effect on long wave growth to accurate modelling of the
short waves themselves. Some work had already been done on coupled shear-flow and short
wave development (e.g. Valenzuela 1976), and on triad interactions which operate effectively
near the gravity-capillary transition (e.g. Valenzuela and Laing 1972). But, to improve on
models of the short waves requires observations as well as theory. Thus, there followed an
inspiring series of studies on growth rates (Larson and Wright 1975, Plant and Wright 1977)
advection by wind drift (Plant 1982 and 1987), and the short wave modulation under various
wind speeds, swell steepness, directions, etc. (Wright, Plant, and Keller, 1090; Plant, Keller,
and Cross, 1983; Keller, Plant, and Weissman 1985; etc.).

Some of the salient features of observed short-wave modulations are summarized by the
results shown in Figs. 1 and 2 (from Plant et al. 1983). These show measured ‘modulation
transfer functions” (MTFs) for two wavelengths: 2.1 cm (Fig. 1) and 12 cm (Fig. 2). from a
variety of cases where the wind, waves, and radar ‘‘look directions’* are all parallel.
Although the MTFs (defined as backscattered intensity modulations divided by the lorg-wave
steepness, UL/CL) include other effects, the major features reflect the modulation of the
short-waves themselves. at a fixed wavelength. There is a consistent decrease in the magni-
tude of the modulation with long-wave (driving) frequency, and the phase of the modulation is
stable, with maximum amplitudes occurring around O to 30° ahead of the long-wave crests.
Finally, the X-band (2.1 cm) modulations decrease with increasing winds (over the range 5 to
14 m/s), while the L-band (12 cm) modulations are relatively insensitive to windspeed (in the
range 7 to 15 m/s),

Here, a model for short wave behavior including growth and dissipation is developed. The
dissipation is based on a wave-steepness criterion which depends also on the wind-drift pro-
fil_. Perturbations about a mean balance between growth and dissipation of the short waves
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are considered. The model is first *‘tuned’ by comparing the ‘‘predictions’” of this mean bal-
ance with observations of backscatter vs wind (at X and L bands), and with observed
high-frequency/wavenumber spectra. To first order in the long-wave slopz, there is a damped
harmonic response, as in the relaxation model of Keller and Wright (1976). As noted, the
total ‘‘conservative'' forcing is too small to explain the observations. Of the mechanisms
investigated here, only large variations in the wind stress can account for the large observed
modulations. Considering variations in both the direct generation and dissipation of the waves
due to the forcing of the surface drift, estumates can be made of what wind stress variations
are required to explain the measured observations.

The organization of this chapter is as follows: First, general equations for the interaction
of surface waves with large-scale flows are reviewed, and phrased in terms of the mean and
wave-induced momentum (Section 2). Section 3 focuses on the jong-wave/short-wave prob-
lem within this formulation. The short-wave growth rate is prescribed as an arbitrary func-
tion of long-wave phase, and an expansion in long-wave harmonics 1s introduced. Section 4
proceeds with a hypothetical model for short wave dissipation which depends on details of the
near-surface wind drift. In Section 5. a drift model is developed to describe the effects of
modulation of the wind drift by the ‘long-wave environment.”" including variations in wind-
stress as well as direct straintng. Finally, results are combined to estimate the net modulation
of the short waves. By comparing results with observations, some ill-known parameters in
the model (such as the magnitude and phase of wind stress variations with the long wave) are
examined for self-consistency and plausibility. At the same time, sensitivities of the model
results help to indicate which of the many ‘‘unknowns'’ are most in need of investigation.
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The Newtonian
Gravitational Constant

On the Feasibility of an

Oceanic Measurement

John A. Hildebrand', Alan D. Chave?,
Fred N. Speiss', Robert L. Parker’,
Mark E. Ander’, and Mark A. Zumberge’

Introduction

‘The Newtonian gravitational constant G is
a fundamental parameter of physics relating
the gravitatinnal force to the product of body
masses by an inverse square of the separa-
tion G has been measured with an accuracy
of about 7 parts in 10% in individual labora.
tory experiments [e.g., Luther and Towler,
1982), but the consistency of all modern labo-
ratory measurements is only about 7 parts in
104 (Figure 1), making it one of the most
poorly determined physical constants of na-
ture [cl. Cohen and Taylor, 1986; Gullies, 1987).
For the past century, virtually all experiments
to measure G have been conducted on a scale
(.., separation between test masses) of 50 em
or less, using a modification of the Cavendish
balance. In recent years there hat been in-
creasing interest in determinations of G over
larger scales than can he achieved in the labo-
ratory. Some theoretical attempts to combine
gravity with the other forces of nature pre.
dict the existence of a fifth force in addition
to the classical gravitational, electromagnetic,
weak, and strong forces. The fifth force
would produce departures from Newtonian
or inverse square law gravity at mass separa-
tions of tens of meters to tens of kilometers.
Geophysical experiments are uniquely suited
to measure the gravitational constant at these
scales, and in this paper we outline the ad-
vantages of conducting such an experiment
in the ocean.

[t is expected on theoretical grounds that
departures from Newtonian gravity will be
manifest by the addition of one or more ex
change interaction terms to the classical gravi-
tational potential {e.g., O'Hanlon, 1972]. Gib-
bons and Whiting [1981] give the potential en-
ergy V of two masses m and m’ at a separation
r and affected by an exchange interaction
with wavelength Aand coupling coefficient a
as

V = =G (mm’ Ir)(1 +ae~™) ()
where the force between the masses is
F = G [(mm’ IF){1+a(l+rA)e™") )

and the effective (range-dependent) gravita-
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tional constant is
Glr) = G_[1+a(1+r\)e™™] (8]

Pasitive values of a correspond to attracuve
exchange interactions, while negatve values
give repuliive ones. The exchange term van-
ishes for large distances r»), and Newtonian
gravity is observed with gravitational constant
G,. For small distances 1®X, (2) is equivalent
to Newtonian gravity with

Go= Gl +a) (L))

This is the value measured in laboratory
experiments and is the same as the large dis-
1ance value G, only in the absence of ex-
change interactions. Astronomical nbserva-
tions cannot yield estimates of G_ indepen-
dent of the mass of Farth or some other
body, and precise observations are required
over distances of order A to detect posuible
non-Newtonian effects.

The ratin of two measurements of G at dif-
ferent ranges constrain a and A to an allowed
region in a—\, commensurate with the mea-
surement errors Stacey et al. {1987) reviewed
the avaitable laboratory, global, geophysical,
and astronomical data restricting a—A\ (see
Figure 2). While the data efTectively preciude
values of A under a few meters or over a few
kilometers unless a is smaller than can rea-
sonably be measured, the constraints for A in
the range of 10-1000 m are weak.

Interest in assessing the gravitational con-
stant over hundred-meter scales has led o a
renewed interest in geophysical G experi-
ments. Measurements of the acccleration of
gravity g, the medium density p, and the loca-
tion r in a geological body can be used to
back-calculate G(r) and bound a and \. Stacey
and coworkers have presented extensive data
sets from two Australian mines [e.g , Holding
et al,, 1986). Their results systematcally give
a value for G that is larger than the accepted
laboratory value, and the discrepancy exceeds
the stated error bounds. Holding ef al. {1986)
use the most complete mine data set to obtain
a~-0.007, A~200 m, although the constraints
on Aare not especially good. This suggests a
repulsive term in (2) and 2 maximum devi-
ation from Newtonian gravity of about 0.7%.
For a thorough review of these experiments.
as well as many other geophysical determina-
tions of G, see Stacey et al. [1987]. More re-
cently, Hsus (1987} and Eckhardt ¢t ol. [1988)
(Eos, January 12, 1988) have also reported
anomalous values for G from geophysical ex-
periments.

Copyright 1988 by the American Geophysical Union.
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of G from Cavendith-type experiments
made since 1969 plotted as a function of
the date of publication. The quoted preci-
sion of each meawrement is given as er-
ror bars. The scatter between the values is
a measure of the overall accuracy of labo-
ratory measurements of G and is about 7
partsin 10*. The sources of the data are
Rose et al. {1969), Facy and Ponnihus, (1970,
1971), Pontiks [1972), Renner {1974], Kara-
oz et al. (1976), Luther et al {1976), Sag-
tov et al {1979), and Luther and Towler
{1982).

The results of these experiments are not
conclusive (although they are certainly sug-
gestive) despite the care with which they were
performed The mine estimates of rock den.
sity are based on coring and hand samples or
gamma ray logs and may not represent the in
situ density. Current rock mechanical models
are not adequate to estimate in situ density
with high precision from removed samples,
principally because unloading effects are not
reversihle A 1% discrepancy in G would be
produced by a 1% error in estimating in situ
density, and errors in the estimated density
for a considerable distance about the mea.
surement point must be considered. Further.
more, the region surrounding a mine is cer-
tainly inhomogeneous (or clse the mine
would not be there). There is also a posuble
problem (recognized by Stacey) from deep-
seated density anomalies within the Farth’s
deep crust and mantle that can produce
anomalous regional gravity gradients and
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Fig. 2. Restrictions on the parameters
a-\ imposed by torsion balance experi-
ments and the hydroelectric lake beam-
balance experiment described by Stacey et
al {1987] (left side) and surface to satellite
gravity comparisons (right side). The
shaded areas are disallowed. Notice that
constraints on a for 10 m<A<1000 m are
very weak.




yield syctemancally different values for G at'a
given site, It is not known whether deep
anomalous bodies are present at the above
measurement sites

An interest in performing geophysical-scale
G experiments led the authors to plan two ef-
forts. The first of these is based on measure-
ments of g through a profile in the polar wce
cap in Greenland [Ander ot al . J9R6; Chave ot
al, 1987} and uses standard land geaphyacal
technnlogy It was conducted in the late sum-
mer of 19RT (Eac, July 14, 1987), and analy
as of the data is currenthy underwas A more
accurate expeniment eonducted in the deep
ocean 18 {casible and 15 described here

An Ocean Experiment

An aceanic measurement of G was first
suggested by Stacey (1978]. There are several
advantages to an nceame measurement of G
over pne made on land or ice The most im-
portant of these are the high accuracy with
which water denuty can be mcasured in three
dimensiont in the ocean, the ability to make
gravity measurements at diverse locations;
the asailahility of long, continttons gravity
profiles at the sea surface, allowing detection
of deep mass anamalies. the relative sunplic-
ity of suboceanic structure compared to land
sites; and the relatnely smonth seafloor to-
pography in many parts of the oceans The
ocean slab is a thick and homogenenus entity:
no other geological body approaches it in er-
ther size or umformity of structure. The ma.
jor patential problems (or an oceamc 6 ex-
persment are techmical difficuliies 1n the mea.
wrement of the Facth's gravitanonal
acceleration. [ he ocean 18 in mution on a va.
niety of temporal and spaual scales, and the
precise measurement of accelerations in such
a medium poses a challenge However, most
of the developments needed to deal with
these problems have already been made, and
careful integration of these will yield the re-
quired sensittvity Oserall, an accuracy of 2-3
parts 1n 10* for G should be possible in the
acean; this is a substantial improvement over
any 1ce experiment and even approaches the
accuracy with which Cavendish experiments
can he performed (see Figure 1),

A scenanio for an ocean (G experiment con-
sists of five components:
® measurements of the Earth's gravitational

acceleranion g along a 5000-m profile in the

water column

® measurements of the depth and horizontal
position at which the gravity measurements
are made, also yielding the east-west veloci-
ty and accelerations of the gravimeter at
the time of measurement

® determination of the seawater density as a
function of depth and honzontal poation
relative to the gravity measurement site

® correction for the gravity field due to
sources other than the slab of water, espe-
cially seafloor topography and sediment

o wtegration of all of these to yicld G and. by
comparison with laboratory values, s vari-
ation with mass separation

Geophysical Considerations

Consider 2 flat slab of water having uni-
form density and overlying the Earth. Two
effects determine the difference in gravita-
11012l accelerations g between points on ei-
ther side of the slab The first 1s the Earth's

.

free awr gravay gradient, and the second 18
the attraction of the dab tself These terms
combine to yield a gravity difference

Biop ™ Eranom ™ 4nGpAr ~ yAzr (5)

where v is the Earth's free air gravity gra-
dient (~3.09 uGallem: 1 Galis 1 cin s? or
about 10 ? times the Earth's surface gravity
field) and p is the water density (which is
clase to 1.030 gm/em® thraughout the water
column). [t ic feasble to acquire a gravity
prohle over an interval Az of 5000 m in many
parts of the aceans, Using these approximate
values gives

=~ 132 mGal - 1545 mQal
= - 1113 mGal (h)

Most of the total gravity mcrease with
depth in the acean 1< due to the Earth The
agnal cantaining G is only that portion of the
gravity change that 1s due to the water (432
mGal) T'o obtain a fractional uncertainty of ¢
=] x 10*in the value of G, it is necessary o
meanure 8g with an accuracy of ¢ x 432
mGal = 43 pGal Because the in situ graviy’
gradient is ~2 2 pGal/em, the depth of the
gravity meter must be known to 43 nGal/ 22
nGal cm ! or 20 em. The signal contaming G
depends directly on the water density, so t
will need 10 be knawn to « % p or roughly
00001 gm/em’. Finally, the gravity gradient
from ocean bottom topography will need to
be calculated to an accuracy of 43 pGal/ 5000
m ~ 9 pGal/km This will require a map of
the battom structure having a resolution of
~5 m in depth. The fat slab discussed above
18 a simpltfied model of the Earth A niore
complex, ellipsaidal layered Earth has been
considered and can be used to predict the
gravity difference with an accuracy of 1 pant
in 10% [Starey et al , 1981; Dahlen, |982)

Km,. - Rhnuom

Oceanic Considerations

The oceanic water mass moves under the
influence of a variety of forces There are
wo different types of phenomena that must
be connidered: density fluctuations that can
alter the local apparent gravity, and vertical
accelerations and east-west velocities that may
affect the gravity measurements The first of
these is only significant if the density fluctua-
tions are Jocal (1.e., in proximity to the graw-
meter) or if their length scale is large com-
pared to the measurement depth. In particu-

las, density perturbations from small-scale
phenomena like surface gravity waves are not
important at abyssal depths. The second phe-
nomenon consists of instrumental accelera-
tions that are only a source of error at the
level at which they cannot be detected and
corrected. Since the characterisuc ume scale
for deep ocean motions is several hours, this
can be handled by careful acoustic tracking
Considerable difficulty can be avoided if a
relatively benign part of the oceans 15 chosen
for the experiment Regions of intense cur-
rents should certainly be avoided. This pre-
cludes operation in the western half of north-
ern hemisphere ocean basins, where bound-
ary currents and mesoscale eddies are
dominant; coastal regions, where intense mix-
ing can occur; equatorial regions, where
strong current shear is chserved; and mid-lat-
nude convergence zones like that niear 42°N.
where density and current fluctuations are
comparatively large. By contrast, the mid-
gyre region of the North Pacific is ideal: it is

one ol the most quiescent parts of the world
oceans, with weak mesoscale variability and
weak mean currents below the main thermo-
cline.

Further complications can be avoided if the
relatively energetic surface miyed layer above
the main thermocline and the benthic bound-
ary layer near the seafloor are avoided. Den-
sity and velocity fluctuations in the upper few
hundred meters of the mid-gyre Pacific are
subntantially larger than thase at depth due
to windsinduced nuxing. Simiarly, the bot-
tommost few hundred meters should be
avoided, both to mininuze boundary layer
and topographic effects

Spectra of water velocitics in mid-gyre re-
gions are dominated by the harotropic
(depth-independent) udes and internal waves
at periods shorter than about a day A good
estimate of the effect of the ocean can be
achieved by studying only these two types of
phenomena Oceanic vartability is weak at pe-
riods of 1-5 days, and longer period distur-
hances are effectively static on a }.-week ex-
penmental time scale. Thus the denaty field
at depth can be considered as a combination
of two parts: a mean component which
changes on a time scale of days to months,
and a fluctuating component, which changes
on a scale of hours The mean component
may be regarded as stationary for a G experi-
ment, and is easily measured to an accuracy
of a part in 10° using standard oceanographic
techniques.

A prominent feature of the deep ocean 1s
the barotropic tides, which typically exhibit
surface displacements of 1 m or less, horizon-
tal water velocities of 1-2 cm/s, and horizon-
tal length scales of 1000 km or more A great
deal of effort has goue into global ocean tide
muxdeling in recent years, and it 1s now possi-
ble 10 predict the principal barotropie tides
with accuracies of 10% or better in the open
ncean (Schunderski, 1980). A simple estimate
of the gravitational effect of displaced water
associated with the udes may be made using
an infinite slab Bouguer model, yielding Ag
~ 40 pGal. This number is reduced when
consuderation of the salid earth deflection 13
included In any case, correction to 10% re-
duces the tidal effect to below 10 uGal. Simi-
larly, the vertical acceleration imparted by the
tide may be obtained using a simple harmon-
i model @ = w’H, where w is the angular
frequency and H is the udal displacement
This acceleration is about 2 pGal for a semi-
diurnal tide, and about 4 times smaller for di-
urnal ones. The honizontal accelerations are
comparable. Therefore tidal accelerations are
completely negligible, and correction for the
shifted mass associated with the tides, while
not neglectable, 1s easily accomplished.

Internal waves occur due to water density
gradients and they are a ubiquitous feature
of the deep ocean Motions due to internal
waves range from the local ineruial frequency
(~1 cpd at mid-latitudes) to the buoyancy or
Brunt-Viisala frequency (1 eph or less) The
horizontal length scales of internal waves
range from meters to kilometers, with the
larger waves occurring at lower frequencies.
Below the thermocline. the density fluctua-
tions due to internal waves are a negligible
contribution to the observed gravity. Density
Ructuations above the thermocline may be
targer, but their effects will be small in the
ocean’s interior because of their smail length
scales




Internal wasves are the dominant source of
acceleration noise for an acean G experiment
The pawer spectral density of vertical accel-
erations from internal waves may be comput-
ed from the Garrett-Munk displacement
spectrum (Munk, 1981}, xalczrby w', The
mean-squared vertical acceleration is found
by integrating vver frequency and summing
over all possible mades This gives an rme ac-
celeration of about 1.3 mGal at the hace of
the mixed laser and about 20 pGal at the <ea-
finar These accelerations can be corcected by
momtoring the msirument posiion acoun.
cally, since the nme <cales on which they oc-
cur are an hous or more Sintlatly, 1t can be
shown uang the Gasrert-Munk epectruen that
the rmis honizontal accelerations are at most
24 mGal and that they are reduced substan-
tially at depth

In conclusion, denaty Auctranons associat-
ed with the most common high-trequency
oceantc inotions, except the batotropic tides,
are not sigatficant Cocrection for the tides as
accomphished uang standacd models Occan.
mnduced acceleratons may be agmificant
when compated 10 the measusement acentacy
but mav be cotrected wnce they oecis on a
loug wne scale

Site Specific Considerations

Site selection. Minunizing the gravity ug.
natures from lncal geophysical structures and
from oceanic conditions are the principal cni-
teria for site sclecunn One desirable site
characteristic 18 a munthum of ocean bottom
topography; large scale topograplic features
such as seamounts, rudges, ar trenches should
be avouled 10 addiion, cegions of contact
hetween aceamc and contimental crust should
b2 shunned due to the grasuy grarhent creat-
eid by diiferences m deep crustal aned hitho-
spheric sirncture, §he oceanic problems
mentoned i the last section also require
consideration

The minammn wpographir relief that can
be expected m nonsedimented areas on the
seafloor 1s due to abyssal lnlls ‘These are hin-
eated features due 1o normal faulng and
have an mvernge wavelength of 5 km and an
amphtude of 100-200 m The acean bottom
will acquire increasing amounts of sediment
with age which will smooth the apparent sea-
foor topagraphy However, secimented re-
ginns mav be undesirable because the denaty
contrast between the seiment and the base-
ment will introduce gravity gracdients Heawily
sedimented sites may require extensive (and
expensive) seismic reflection surveys 10 map
the regional depth 1o the basement topogra-
phy, and 1t is uncertain if such a survey
would have sufficient spatal resolution. It is
preferable to work in a lightly sedimented
area where multibeam sonar can be used to
map the basement directly and precisely

A site survey should be conducied to ohtamn
a detailed map of the regional bathymetry
The Sea Beam mulubeam sonar system pro-
vides elevation of the ocean bottom with a
precision of better than 10 m over 2 200 m
by 200 m footprint A shipboard gravity sur-
vey (~1 mGal accuracy) should also be con-
ducted during the <ite survey The intent of
the shipboard gravity survey is to provide in-
formavon on denuty contrasts within the
ccean basement rock. to delineate the efTects
of the topography on the gradient of gravity
as discussed above, and to ensure that local

gravity gradients are small In addinon,
strong constraints can be placed on the rock-
waler density contrast by conducting a sca-
floor gravity survey immediately about the
measurement site using an ocean bottom gra-
vimeter from a surface ship. Comparicon of
the acean hottenn gravity field and the w«cean
surface gravity field alone can yield an esti-
mate of (¢ (and ate «ale dependence) that is
accurate 1o about | part m 10* An expedi.
tion to obtan these measurements is being
supported by the Office of Naval Recearch
and will be conducted by the authors dunng
the scummer of 1988

Regional effects. 1arge-scale regronal ef-
fects or unrecoguzed dencity varations at
depth within the Earth could cause an anom-
alous local grasuy gradient This can be dealt
with 1 several wave First, long-wavelength
(low degree) terms in satellite geoid data can
be uced to estmate the size of large-scale
gravty anomalies; as the wavelength gets
larger, the acsociated gravity gradient de-
creates | he lateral undulations of the geowd
can be related to the vertical gradient in grav.
iy thronugh Laplace’s equation, Second, more
locahzed ellecis can be addressed by analyses
of stnphoard gravity data archived at major
oceanngraphic mstitutions Finally, modeling
of large-scale bathymetric features, such as
fracture 7ones, can be conducted. These cor-
rections must be considered in any geophysi-
cal experiment to determine G and are not
unique to an ocean experiment However, the
avatlabihity of the <atellite-derved oceanic ge-
oid makes correction for large.scale effects
relatively umple for an ocean experiment

Components of the
Experiment

Measuring Gravity in an Ocean Slab

Gravity measurements can be made within
the ocean slab using a2 LaCoste-Romberg un.
derwater gravimeter Thisiva version of the
standard LaCoste-Romberg land gravity me-
ter adapted for remole operation at the end
of a wire and 1n a preswre case These in-
struments have a repeatability of better than
20 pGal with reading times on the order of a
few minutes

A possible scenario for water-column gravi-
ty measurements consists of two separate
packages. one for telemetry and another for
gravity measurements A soft tether would
connect the two packages and decouple mo-
tion of the telemetry package from the gravi-
ty sensor. The gravimeter package would
contain the LaCoste-Romberg mstrument, a
precision pressure gauge, a transponder
pinger, and a buoyancy compensation cham-
ber. At each gravity station the buoyancy
compensation chamber trims the gravimeter
package for ncutral buoyancy. This can be
accomplished with a compressible flud for
bulk compensation and a small pumpable
chamber for fine compensarion control.

To minimize the motions induced on the
gravimeter package from the surface, it is
beneficial to use the research floating instru-
ment platform (FLIP) as the support vessel
for the measurements. FLIP is a 100 m long
spar-buoy surface platform that can he an.
chored with a three-point mooring at full
ocean depths She is designed to reduce the
effect of 10- to 20-s ocean swell by at least a
factor of 10, so that her vertical displacement
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in a l-m sea is only a few cm [Rudnick, 1964)

No conventional ship can approach this level

of performance. The motion experienced hy

the package can be reduced by another factor
of ~3 throuih use of an accumulator on the

tapside winch.

Measuring the Position

T wo mdependent methods can be used for
precisely locating the gravity meter’s postion
in the water calumn One method nvolves
use of acoustic transponders to measure the
range between the gravimeter and a cet of
known, fixed locations on the seafloor Com-
hining three or more transponder ranges al-
lows calculation of the gravimeter position in
both the horizontal and the vertical A favor-
able geametry would incluce ane transpon.
der placed on the seaftoor heneath the gravi-
meter package and three transponders placed
in an equilateral triangle around it The tran-
spander directly beneath the package pio-
vides its depth, whereas the triangle of tran-
spanders provides information on the tateral
posion A new tvpe of transponder, de-
signed for centuncter positioning acauracy i
geodeue work [Sprecs, 1985] is espeaally -
ahle for this applicanon. To olnain centimeter
accuracy. a sursvey of sound speed must be
conducted along the transpander sonned
pathe

An addittonal method for determinmng the
package depth involves measurement of the
ambient pressure Under the hydrostatic ap-
proxwmatinn, the depth s given if the denaty
1 known, the latter can he computed from a
conductivity, temperature, and depth (C'TD)
profiler on the telemetry package Problems
with long-term drilt of the presarre gauge
will accur and can be addressed by recording
i reachng at marked postions of the wire on
cach profile through the water eolinn How.
ever, pressure measnrements are limited in
accuracy by hystereus and effects from non-
I drostatic water motions. hey cannot be
refied upon alone 1o provide the instirment
depth with adequate precision, nor can they
give necessary informanon on horizontal ve-
locies and acceleraunns. A careful approach
would utihze both of these techniques at the
same tune to produce some redundancy.

Addinonal information is needed on the
north-south position of the gravimeter for ac-
curate latitude correctinn and the east-west
veloaity for accurate Eotvos correction. At
mid-latitudes, north-south lateral positioning
of ~50 m is required for | partin 10* deter-
mination of G, and this is eauly accomplished
with a properly surveyed acoustic transpon-
der network. East-west velocity of the gravi.
meter will change the centrifugal acceleration
that 1t experiences and s corrected by the
Eotvos term. At mid-latitudes and for 1 veloc-
ity of 2 cm/s the Eotvos correction 18 ~206
uGal. Velocities of this order may be encoun-
tered due to internal waves and the barotro-
pic tides, but correction for their effects can
he accomplished due to the long time scales
on which they occur.

Measuring Density

The large-scale, nearly stationary part of
the oceanic density field can be measured us-
ing convenuonal CTD instrumentation and
an empirical equation of state {or seawater
{Mollero et al., 1980 With careful precruise
and postcruise calibration and the use of sa-




linity check samples (which are measured on
board-shig using a salinometer), a standard
1

CTD profiler can measure temperature to 2
millidegree and salinity to 2 parts per thou-
sand, yielding the density with an accuracy of
a few parts per million. Depth is measured
using a quart? pressure gauge, and the accu-
racy of the measurement is limited by hyster-
esis effects to about 1~2 m. This 18 more than
adequate to characterize the large-scale densi-
ty field.

A detailed CTD survey must be made at
the location of the gravity measurements, and
for a distance of ~25 km about the measure-
ment site. The errors associated with termi-
naling the survey at 25 km are at the § part—
in 10% level in g for any reasonable eshmate
of oceanic density uctuations. Lateral densi-
ty changes associated with baroclinic meso-
scale eddies may be the largest source of local
density contrauts in the experimental region.
An eddy of 100-km size may produce a frac.
tional density change of 4 parts in 10°. Fur-
thermore, other density contrasts, especially
those associated with poorly understood
fronts, may be present in the experimental
area. A CTD survey provides the best way to
:e certain that the density field is adequately

nown,

Terrain and Sediment Correction

The density contrast due to basement rock
topography and sediment will affect the local
gravity gradient. To quanufy these efTects,
the bathymetry can be modeled as a one-di-
mensional stationary random process, exploit-
ing the strong lineation seen in most seafloor
bathymetry. Figure 3 shows a power spec-
trum of the seafloor topography at a site in
the eastern North Pacific (36°N, 137°W). Ne.
glecting nonlinear terms, the gravity gradient
caused by the topography can be expressed
as a convolution of the topography with a fil-
ter function {Parker, 1973).

RMS GRADIENTS IN THE OCEAN
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Fig. 4. The root-mean-square gravity
gradient as a function of depth in the wa-
ter column produced by a {% non-Newto-
nian signal (800 gGalkm) compared to
the uncorrected basement terrain signal
using the bathymetry from Figure 3 and
the uncorrected sediment signal using the
model described in the text. For 1 partin
10* accuracy the terrain and sediment sig-
nals must be corrected to about 8 pGal/
km.

Figure 4 shows the rms gravity gradient
computed from the topography spectrum of
Figure 3. The gradient produced by the den-
sity contrast at the water-rock interface it
small compared to the predicted non-Newto-
nian gradient for measurements made in the
water column above 3000 m. The gradients
computed here may he overestimates because
isostatic compensation has been neglected, a
factor significant at the longest wavelengths
where most of the topographic power is con-
centrated, For the lower section of the water

BATHYMETRY POWER SPECTRUM
T T T T T

10*
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10°}- .
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Fig. 3. Power spectrum of a 300-km-
long section of Sea Beam bathymetry col-
lected near 36°N, 137°W by P Lonsdale of
S(n:fs Institution of Oceanography. The
solid line gives the spectrum of the base-
ment terrain, and the dashed line gives
the result for a sediment layer described
in the text.

col the topographic signal can be correct-
ed using the site bathymetry and an estimate
of the rock density. Uncertainties in rock
density will cause the largest error, but it is
unlikely to be wrong by more than a (ew per-
cent, and much less if a seafloor gravity sur-
vey is performed. By terrain correction, the
bathymetric signal can be reduced by at least
a factor of 30, making it small in comparison
to the predicted non-Newtonian field. The
tms gradient produced from half filling the
valleys with sediment is shown in Figure 4.
The gradient due to sediment fill s small for
almost all depths in the column. However,
seismic reflection profiles can be used to de-
termine sediment cover thickness for inclu-
sion in the terrain correction.

Total Uncertainty in G

To summarize and compare the contnbu-
tions of the experimental errors described
above, a root-sum-square (rss) total uncertain-
ty can be computed. This is 2 worst case esu-
mate of the uncerwinty. For example, the ac-
tual analysis of field data will consist of a least
squares fit to a number of observations
spaced along a profile and will account for
systematic errors separately from random
ones. Also, the gravity uncertainty is correlat-
ed with the depth uncertainty because of the
vertical gravity gradient. Nevertheless, it 1s in-
structive to list the sources of uncertainty in
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an error budget shown in Table 1. The pre-
dicted ocean experimental error AG/G of 2.7
% 10 13 within a factor of 4 of the best labo-
ratory precision of 0.7 X 10 * and 1s compara-
ble to the overall accuracy with which G 1s
known.

TABLE ! Rss Uncertainty n G
Effect on
Source of Ahsolute AGIG
Uncertainty Error x 104
gravity
record 50 pGal 1.2
package
depth 20 ¢cm 1.0
seawater
density 110~  gmiem® 0.1
hasement
density 0.1 gmiem® 2.0
basement
topography 5m 10
total AGIG = ,
uncertainty (£ error?]? = 2.7x 10

An experiment such as the one described
in this paper 18 multidisciplinary, requiring
geophysics, physical aceanography, and ocean
engineening. The goal of this experiment is
to use the ocean as a natural laboratory for
measurement of the Newtonian gravitational
constant at a kilometer scale length. This is a
unique opportunity for geophysical tech-
maques to contribute to fundamental physics
by testing the existence of intermediate-range
gravitational forces.
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ABSTRACT

Boundary acoustic reverberation can leak through the
teceive heamformer sidelobe structure of an active sonar
system and mask the presence of target echoes. Two
classes of active sonar detectors designed to combat boun-
dary reverberation are developed in this paper and a two-
beam active sonar scenario Is set up Based on a special
revetberation generator (REVSIM), the Monte-Carlo derlved
performance of the two systems is then evaluated and
compared through their ROC curves.

1. INTRODUCTION

Acoustic reverberation is a phenomenon which active
sonar systems have to combat. Boundary reverberation
(surface or bottom), can leak through the receive beam-
former sidelobe structure and mask the presence of target
echoes. One Intuitive approach to the detection problem
suggests the use of an adaptive beamforming structure
which dynamicaily steers spatlal nulls In the direction of
the boundary patch (surface or bottom) responsible for the
reverberation, followed by a matched filter. The adaptive
structure is known as a noise canceler [1}. It is not at all
clear that this nolse canceler structure ylelds an optimal
detector (under any optimization criterion). Iimplementa-
tions of such adaptive beamforming structures which take
advantage of the spatlal separation between desired signals
and boundary reverberation contaminants are presented in
{2] Additional relevant references are [3.4).

Another approach suggests treating the probiem as a
whole right from the beginning without imposing intultive
components on the processor structure, and using all a.
priort knowledge available. Detection theory provides us
with a mathematical framework out of which optimum pro-
cessors can be designed. The processor will evolve out of
the mathematical solution of the problem, and will not be
restricted to using famillar structures. Here, any uncertain
parameters are treated as random varlables and all
knowledge about them Is summarized in a-priori probabil-
ity density functlons.

Although Bayes optimal processors have been derived
for the case of volume reverberation (S), Iittle work has
been done which takes advantage of a-prior] knowledge of
the time-evolving spatial characteristics of boundary rever-
beration Related Bayes optimai work concerning Interfer-
ence sources of certain and uncertain (but not time vary-
ing) location Is contained In {6) and (7-9] respectively.

This paper considers an active sonar scenario In which
the sonar array is placed at a relatively shallow depth and
Is prone to surface interference. The array depth is either
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known or unknown, with known probability density [unc-
tion The paper then examines the performance of two
detectors representative of the detection approaches dis-
cussed above using a rverberation simulation generator
(REVSIM) {10} presented at ICASSP88. The performance
compatison Is made in terms of detector ROC curves,

11. OCEAN ACOUSTIC REVLRBERATION

In general, the performance ot underwater systems Is
limited by external noise sources and not Internal (thermal)
noise. In the absence of hostile Jammers, this external
nolse usually Is divided into two main categories, namely
amblent ocean noise and reverberation. The systems con-
sidered In this paper are assumed to operate in conditions
which dictate that performance is reverberation limited.

Reverberation Is the result of scattering of energy ori-
glnating from the propagating pulse, by inhomogeneities In
the ocean and its boundaries. In some respects, this prob-
lem is akin to the radar “clutter” problem. Reverberation is
usually divided into three classes, namely, surface, volume
and boltom reverberation. Irregularities In the ocean sur-
face and the acoustic impedance contrast of the air/sea
interface, glves rlse to surface reverberation, This type of
reverberation varies with wind speed and transmission fre-
quency {11-13]. In the ocean body. alr bubbies, suspended
sediment, thermal inhomogeneities, fish, plankton, and
other biologlcal sources are the main contributors to what
Is classifled as volume reverberation [14). Bottom rever:
beration is caused by energy scattered from the sea floor,
and Is highly dependent on the sea fioor type. Both particle
size and bottom rellef are important factors [15,16}.

In general, ocean acoustlc reverberation has a very
complex nature and a highly varlable power spectrum. In
some situations, where the sonar Is falrly close to the
ocean boundaries, or whei Its sidelobes are polnting
towards those boundaries the energy reflected off of the
boundarles makes a signiflicant contribution to the range-
Doppler map. This contributlon usually has a sudden onset,
may appear at nonzero Doppler frequencies, and therefore
may mask legltimate sonar echoes.

A typical range-Doppler map of a reverberation return
Is shown in Figure 1. It was generated using a reverberation
simulation package (REVSIM) developed for this rasearch
and presented at {CASSP88 (10]. Here, the vehicle purpose-
fully was given a relatively high speed (30 m/s) so as to
well separate boundary reverberation from volume rever-
beration in the frequency domain and make each of them
well defined The range-Doppler map also has been left
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sinfted tn compensate for the vehicle's own speed  The
sonar array is placed at a depth of 100 m, where the acean
deptly is 400m. The transmit beam itluminates a sector £75°
In elevation, and the receive beam spans +60°. Early in the
ping, around 0.1 sec, the onset of the surface reverberation
Is easyly seen. It slowly creeps towards O Doppler joining
the volume teverberailon Around 0.5 sec, the onset of
boltoin reverberation appears. It, too, then slowly joins the
volume revetberation untll around 1 sec the two spectral
peaks became very close,

111, SIGNAL DETECTION IN BOUNDARY REVERBERATION

Ttaditionally, sonar  systems have discrinunated
apatnst houndary 1everberallon by forming fixed jeceiving
beams which have low sidelobe characteristics in the
ditection of the ocean boundaries, towever, the energy
leaking through the low sidelobes may still be a major
contnbutor to the overall noise background level
Turthetmore, since the sonar system can be moving and
varying its depth in the water column, the direction of
boundaty revetberation is not fixed.

the above reasoning led many rescarchers to propose
using an adaptive structure in order to track the
interference direction and place spatial beamformer nuils
in that  direction. Such a beamformer may learn
continuously the bhoundary interference direction and
adjust itself to cancel it out, thereby enhancing signal to
noise ratio and improving the detection performance.
Implementation of such an ad-hoc structure follows the
lines of the well known adaptive noise canceler. In
addition to a main beam which receives well in the desired
look direction, one or more reference beams are forined.
The reference beams receive well in the direction of the
houndary Interference, and have spatial nulls in the main
loak direction The output of the main beam contains both
the desired signal, and a contaminant which 1s the
contribution of the houndary Interference leaking through
side lobes or the edges of the main lobe Ideally, the
teference beans contain only a replica of the interference
The output of the reference beam, or beams, is processed
by an adaptive filter and then subtracted from the main
beain The adaptive filter tries to provide a good estimate
of the Interference portion of the maln beam output, and
the final error output ideally contains only the desired
signal Implementation of such adaptive reverberation
cancellation schemes 15 reported in (2). The boundary
reverheration canceled output of the adaptive structure can
now bLe treated as contalning a known signal tn noise (the
voluime reverberatlion), a classical, solved probiem.

Another approach suggests treating the problem as a
whole right from the beginning without imposing intuitive
components on the processor structure, and using all a-
priori knowledge available. Dctection theory provides us
with a mathematical {ramework out of which optimum
processors can be designed. The processor will evalve out
of the mathematical solution of the problem. and will not
be restricted to using famillar structures.

Although Bayes optimal processors have been derived
for the case of volume reverberation, little work has been
done winch takes advantage of a prioti knowledge of the
time-evolving  spatial  characteristics of boundary
reverberation. Related Bayes optimal work concerning
interference sources of certain and uncertain (but not time
varying) location 1s contained in {6} and {7-9] respectively.

Here, a classical detection theoretic approach s
applied to the processing of a vector time series That
vector may be composed of the single array element
outputs, or of some preformed beams. An optimality
criterion is chosen, and then the processor structure is
allowed to evolve {reely out of the mathematical solution
of the problem. Any uncertain parameters are treated as
random varlables and all knowledge ahbout them Is
summarized in a-priori probability density functions.

IV, TWO SONAR PROBLEMS AND THEIR
CORRESPONDING DETECTORS

The problem setting is as follows an active sonar
systemn is moutted on an underwater platform which s
submerged th shallow water The ocean depth Is chosen
such that there Is a significant no overlap zone between
the two boundary (surface and bottom) interferences, and
therefore only one of thein Is considered, meaning the
detection deciston Is performed In the no overlap zone.
The platform's depth in the water column is elther known
or has a known probability density function. Sound speed
profiles are assumed Isovelocity, i.e. acoustic energy
propagates through the medium In straight lines. The
platform is completely stationary in the water column, i.e.
the effective own Doppler speed Is zero. The sonar's front
end is a four row sensor array whose preformed beam
outputs are available to the processor in the form of a
sampled vector time setles The preformed beam ensemble
contaitis a sum beam which Is formed by summing all row
outputs, and a difference beam formed by subtracting two
adjacent row outputs. t Is further assumed that the
transmission pulse 15 narrowband, that the incoming signal
characteristics are completely known, and that the target Is
stationary. The sonar is assumed to be Iimited In
performance by acoustic reverberation and not by amblent
ncean nolse

Depicted in Figure 2, The two sub scenarios, arte as
follows

1. Platform is at a fixed, precisely known depth
2. Platform is at an unknown depth, but the depth
probability density function
is known precisely.

As discussed above, one system developed here uses
an ad hoc engineering approach, and Is Implemented using
an adaptlve noise canceler followed by a matched filter.
The second system Is developed following classical
detection theoretic principles, and Implements a itkeithood
ratio detector. Figure 3 depicts the structure of the two
detectors.

Since the transmitted energy is propagating through
the water, the boundary interference direction is changing
constantly In the case where platform depth is known
exactly, the interference direction is also known exactly.
When there is uncertainty in platform depth, it translates to
uncertainty in the direction of the incoming boundary
interference,

Studies show that the complex envelope magnitude of
acoustic reverberation is Rayleigh distributed, and that the
real and imaginary components of this envelope are jointly
Gaussian distributed. This property of reverberation
justiftes using Gaussian probability density functlons In all
the derivations of the Bayes optimum detectors In this
paper
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A general expression for the likelihood function in the
case of a known signal in spatially correlated Gaussian
noise is*

p(Z/H)
e m
p(Z/Hg)

where 2 is the observed vector, m and Q are the observed
vector mean and covariance matrix, and H, and H, are the
signal absent and present hypotheses respectively.
Equation (1) serves as the basis for computing the Bayes
optimum detectors In the two sub scenanios addressed in
this paper. In the second sub scenario, when there is depth
uncertainty represented n the form of a probability
density, the likelihood ratin  is  developed  through
integrating over the uncertain parameter

expl - (Z-m)' Q' (Z-m+Z°Q7'2MH

V. DETECTOR EVALUATION AND COMPARISON

The array used In the comparison is a [our row array,
where the main beam was composed of summing all four
row outputs, and the relorencs heam was generated by
subtracting twn adjacent row outputs,

Fach °* comparison between the wo detection
approaches is based on a Monte-Carlo simutation of 500
runs. Fach run has been synthesized using a unique mufti-
ckannel reverberation time series generator [10). in the
first compatison made, the sonar array was placed at a
known depth, and the Bayes optimum detector was given
that depth. Signal to surface interference ratlo was sel to
2.8. The comparison Is made In terms of Receiver Operating
Characteristic (ROC) curves, which present the probability
of detection as a function of the probablility of false alarm,
and summarize completely the detector performance.
Figure 4 shows the ROC curves of both detectors.
Obviously, the Bayes Optimum detector (ROD) performs
better than the ad-hoc Adaptive Noise Canceler {ANC).

In the next comparison, array depth is not a known
quantity, What is known Is its probability density function,
which is assumed uniform between 3 m and 57 m. This
way, the average depth is kept the same as the previous
comparison’s depth (30 m) The comparison is based again
on 500 Monte-Carlo simulation runs, where the array was
placed physically at various depths, commensurate with a
uniform distribution. Figure 5 shows the ROC curves for
this comnparison.

The ROD's performance has degraded, hut with this
tevel of uncertatnty, it 1s still pecforming better than the
ANC.

VL. SUMMARY

This paper has developed two active sonar detectors
for a specific boundary reverberation problem and has
compared  thele  performance As  expected, the
performance of the optimum detector was shown to he
better than that of the ad-hoc detector.

Acknowledgements

This work was supported by the Office of Naval
Research, Contract NG00 14-87-K-0010.

References

1.  Widrow, B, ). R. Glover, J. M. McCool , J. Kaunitz ,C. S
Willlams , R. H. Hearn , ). R. Zeldler , E. Dong, Jr., and
R, C. Goodlin, "Adaptive noise canceling' principles
and appllcations,” Proc. IEEF, vol. 63, pp. 1692-1716,
197S.

2. Hodgkiss, W. S. and D. Alexandrou, "Sea surface
reverberation rejection,” ICASSP. vol. 33, pp 7.1-74.
1984.

3. Trees, H. L. Van, Estimation and linear Modulation
Theory., Wiley, New York, 1971.

4. Whalen, A. D, Detection, Estimation of Signals in Noise,
Academic Press, New York, 1971.

S. Tlrees, H. . Van, Radar Sonar Signal Mrocessing and
Gaussian Signals in Noise, Wiley, New York, 1971

6. Adams, S. L. and L. W. Nolte, “Bayes optimum array
detection of targets of known location,” J. Acoust Soc.
Am., vol. 58 No. 3, 1975,

7. Hodgkiss, W. S and L. W Nolte, “Optimal array
processor performance trade.offs under directional
uncertainty,” IEEE Trans. Aerosp. Electron. Sys, vol
AES- 12, pp. 605:615. 1976.

8. tlodgkiss, W. S. and L. W. Nolte, "Adaptive optimum
array processing.” J. Acoust. Soc. Am., vol. 61, pp 763-
775.1976.

9.  Hodgkiss, W. S. and L. W. Nolte, "Array processor
performance under directional uncertainty,” [EFT
Trans. Aerosp. Llectron. Sys. vol. AES-14, pp 827 812,
1978.

10. Hodgkiss, W.S. and D. Almagor, "Flement level
reverheration time series synthesis,” Proceedings of
ICASSP. vol. 5, pp. 2701 2704, New York, 1988,

11, Urick, RJ and RM Hoover, "Backscattering of sound
from the sea surface, its measurement, causes anc
application to the prediction of reverberation levels,”
Jour Acoust. Soc. Am, vol. 28, pp. 1038-1042, 1956.

12. Chapman, R.P and J.H Harris, "Surface hackscattering
strengths measured with explosive sound sources,”
Jour. Acoust. Soc. Am., vol. 34, pp. 1592-1597. 1962,

13. Garrison. G.R, S.R Murphy, and DS Potter,
"Measurement of the hackscattering of underwater
sound from the sea surface,” Jour Acoust Soc. Am,
vol. 32, pp. 104-11i, 1960

14, Clay. C.S and H. Medwin, Acoustical Oceanography.
Wiley, New York, N.Y, 1977.

1S. Mckinney, CM and CD Anderson, "Measutement of
backscattering of sound from the ocean bottom.” jour.
Acoust. Soc. Am., vol. 36 No 1, pp 158-163, 1964

16 Buckley, JP and R} Urlck, “Backscattering from the
deep sea bed at small grazing angles.” Jour Acoust
Soc. Am, vol. 44 No. 2, pp. 237-252, 1968




DUEEEESEE
T
R ey »

=
T ‘§°\\:‘ \‘\\§ °

N N Flgure 1. Typlical reverberation range-Doppler map

=

e
"j sutlace
Win h
VT ETD
Ad=hoc scheme.
A SKT in NKT
100 m fan L(‘,\ Wayes On | Qecision
/ Detector
oo hinliom - k".‘.’.f'lf‘. Adapiive
Hilter
= e
[ P R
depih —
uncertainly By
I =
00m Ortimum scheme.
_Maln o T
Optimum | Deciston
4 Reference o Detector
hotion: T
Figure 2. The two sub-scenatios Figure 3. The two detector structures
18 Jmb—tm s b - -6—-'/_»—,——_ ot te + o
a9 29
@A /’/ LX)
27 / 87
LY} /S 06
X 0s 7 s
o LY
913 CIN]
a2 a2
al 91
LX) [P - 0a . —
700.1920104050,6970.80.91.0 8.0010201014085060.7080910
L pf
Figure 4. Known depth ROC curves. Bayes Optimum Figure S. 54 m depth uncertainty ROC curves. Bayes
Detector vs. Adaptive Noise Canceler (ANC is *****), Optimum Detector vs. Adaptive Noise Canceler (ANC 1s
'00").
2726

130




II1. BIBLIOGRAPHY

10.

1L

12.

Abstracts

J. A. Hildebrand and R. L. Parker, "Analysis of seamount magnetic anomalies,"
EQS, Trans. Am. Geohys. Union 65, 1079 (1984).

J. Hildebrand and R. L. Parker, "Pacific palaeomagnetic poles derived using
non-uniform modeling of seamount magnetic anomalies," EQS, Trans. Am.
Geohys. Union 66, 864 (1985).

P. T. C. Hammer and J. A. Hildebrand, "Modeling non-uniform seamount internal
density from gravitational field inversion,” EOS, Trans. Am. Geohys. Union 67,
1001 (1986).

Mark E. Ander, Mark A. Zumberge, George E. Backus, Alan D. Chave, John
Hildebrand, and Fred N. Spiess, "Toward a geophysical determination of the
Newtonian gravity constant,” EOS, Trans. Am. Geohys. Union 67, 909 (1986).

C. de Moustier and D. Alexandrou, "Characterization of seafloor type and

roughness from 12 kHz acoustic backscattering measurements," J. Acoust. Soc.
82,5123 (1987).

P. T. C. Hammer, J. A, Hildebrand, and R. L. Parker, "Modelling non-uniform
internal density using semi-norm gravity inversion - Jasper Seamount," EOS,
Trans. Am. Geohys. Union 68, 1248 (1987).

F. N. Spiess, J. A. Hildebrand, and D. E. Boegemar, "New systems for seafloor
studies,” EOS, Trans. Am. Geohys. Union 68, 1335 (1987).

A. E. Schreiner, L. M. Dorman, J. A. Hildebrand, D. Lahav, and F. N. Spiess,
"Wavelength and correlation length of deep ocean ambient seismic noise,” EQOS,
Trans. Am. Geohys. Union 68, 1373 (1987).

J. Gee, L. Tauxe, J. Hildebrand, and H. Staudigel, "Magnetics of Jasper Seamount:
Implications for seamount paleopole determination," EOS, Trans. Am. Geohys.
Union 68, 1255 (1987).

J. M. Stevenson, P. T. C. Hammer, J. A. Hildebrand, and C. G. Fox, "The sea-
surface and seafloor gravity field of Axial Volcano, Juan de Fuca Ridge," EOS,
Trans. Am. Geohys. Union 69, 1467 (1988).

S. C. Webb and J. A. Hildebrand, "Constraints on crustal structure beneath axial
volcano derived from long period acceleration and pressure measurements,"
EOS, Trans. Am. Geohys. Union 69, 1484 (1988).

D. Lahav, J.A. Orcutt, C.S. Cox, S.C. Webb, and S.C. Constable, "Low frequency

ocean bottom noise measurements,” EOS, Trans. Am. Geohys. Union 69, 1319
(1988).

131




13.

14.

15.

16.

17.

18.

C. de Moustier and D. Alexandrou, "Investigation of 12 kHz deep scattering
layers observed with the multibeam echo-sounder Sea Beam," J. Acoust. Soc.
Am. 83, 548 (1988).

J. A. Hildebrand, A. D. Chave, F. N. Spiess, R. L. Parker, M, A. Zumberge, J. M.
Stevenson, P. T. C. Hammer, and M. E, Ander, "An oceanic determination of the
scale dependence of G," EOS, Trans. Am. Geohys. Union 69, 1046 (1988).

G. E. Updegraff and V. C. Anderson, "In situ acoustic signature of low sea state
microbreaking," j. Acoust. Soc. Am. 85, S146 (1989).

C. de Moustier, "High-frequency acoustic imaging of the seafloor," J. Acoust.
Soc. Am. 86, S32 (1989). [Invited Presentation)].

C. de Moustier and B. J. Sotirin, "Performance limitations of hull-mounted
sonar arrays in the presence of air bubbles," J. Acoust. Soc. Am. 88, 131 (1990).

J-M. Q.D. Tran and W. S. Hodgkiss, "Matched-field processing of 200 Hz CW
signals,” J. Acoust. Soc. Am. 87(1), S153 (1990).

Research Articles, Books and Conference Proceedings

R. L. Culver and W. S. Hodgkiss, "Comparison of Kalman and least squares
filters for locating autonomous very low frequency acoustic sensors," IEEE J.
Oceanic Engineering 13, 282-290 (1988).

C. de Moustier, T. Hylas, and J. C. Phillips, "Modifications and improvements to
the Sea Beam system on board R/V Thomas Washington," Proc. MTS/IEEE
Oceans 88, 372-378 (1988).

C. de Moustier, "State of the art in swath bathymetry survey systems,” Vol.
OED-13, in Current Practices and Technology in Ocean Engineering, edited by
G. K. Wolfe and P. Y. Chang (American Society of Mechanical Engineers, New
York, N.Y., 1988), pp. 29-38. Also appears with revisions in International
Hydrographic Review, MONACO, Vol. LXV(2), pp. 25-54 (1988)..

C. de Moustier, "State of the art in swath bathymetry survey systems,”
International Hydrographic Review, Monaco LXV(2), 25-54 (1988). English-to-
French translation by C. de Moustier..

J.S. Jaffe, "Underwater optical imaging: The design of optimal systems,"
Oceanography Society journal 1, 40-41 (1988).

J. A. Hildebrand, A. D. Chave, F. N. Spiess, R. L. Parker, M. E. Ander, G. E. Backus,
and M. A. Zumberge, "The Newtonian gravitational constant: On the feasiility of
an oceanic measurement ,” EOS, Trans. Am. Geohys. Union 69, 769,779-780
(1988).

Spahr C. Webb, "Long period acoustic and seismic measurements and ocean
floor currents,” IEEE J. Oceanic Eng. 13, 263-270 (1988).

M. E. Ander, M. A. Zumberge, T. Lautzenhiser, R. L. Parker, C. L. V. Aiken, M. R.
Gorman, M. M. Nieto, A. P. R. Cooper, J. Cooper, J. Ferguson, E. Fisher, G. A.

132




10.

11,

12

13.

14.

15.

16.

17.

18.

19.

20.

21.

McMechan, A G. Sasagawa, J. M. Stevenson, G. Backus, J. Greer, P. Hammer, A L.
Hansen, J. A. Hildebrand, A R. Kelty, A C. Sidles, A F. N. Spiess, and J. Wirtz, "A
test of Newton’s inverse-square law in the Greenland ice cap,” Phys. Rev. Lett.
62, 1 (1989).

W. S. Hodgkiss and F. H. Fisher, "Vertical directionality of ambient noise at 32°N
as a function of longitude and wind speed," in Underwater Acoustic Data
Processing, edited by Y. T. Chan (Kluwer Publishers, Kingston, Canada (1988),
1989), pp. 99-104. Proceedings of the NATO Advanced Study Institute on
Underwater Acoustic and Data Processing.

K. L. Smith, W. C. Schwab, M. and Nobel, and C. de Moustier, "Physical,
geological and biological studies on four Pacific seamounts: Introduction in the
Central-Pacific," Deep Sea Research 36, 1785-1790 (1989).

J. A. Hildebrand, "The paleomagnetism of eastern Nazca plate seamounts ,"
Tectonophysics 170, 279-287 (19&9).

J. A. Smith, "Doppler sonar and surface waves: range and resolution," J. Atmos.
and Oceanic Tech. 6, 680-696 (1989).

W. S. Hodgkiss and F. H. Fisher, "Vertical directionality of ambient noise at 32°N
as a function of longitude and wind speed,” IEEE J. Oceanic Eng. 15, 335-339
(1990).

J. A. Hildebrand, J. M. Stevenson, P. T. C. Hammer, M. A. Zumberge, and R. L.

Parker, "A seafloor and sea-surface gravity survey of axial volcano," J. Geophys.
Res. 95, 12,751-12,763 (1990).

K. M. Watson, "The coupling of surface and internal gravity waves: Revisited," J.
Phys. Oceanogr. 20, 1238-1248 (1990).

C. de Moustier, P. F. Lonsdale, and A. N. Shor, "Simultaneous operation of the
Sea Beam multibeam echo-sounder and the SeaMARC II bathymetric sidescan
sonar system," IEEE J. of Oceanic Engr. 15, 84-94 (1990).

D. Almagor and W. S. Hodgkiss, "The performance of two classes of active
sonar detectors in a shallow water environment,” IEEE Int’l Conf. Acoustics,
Speech, & Signal Processing CH2847-2, 2723-2726 (1990).

S. C. Webb , X. Zhang, and W. Crawford, "Infragravity waves in the deep ocean,"
J. Geophys. Res. 96, 2723-2736 (1991).

J-M. Q.D. Tran and W. S. Hodgkiss, "Matched-field processing of 200 Hz CW
signals,” J. Acoust. Soc. Am. 89, 745-755 (1991).

W. C. Schwab, K. L. Smith, C. de Moustier, and M. and Nobel, "General overview

of the geologic and biologic of seamounts in the Central-Pacific,” Deep Sea
Research (in prep).

C. de Moustier, K. L. Smith, and D. Alexandrou, "12 kHz acoustic measurements
of the DSL over two Central-Pacific seamounts with the multibeam echo-
sounder Sea Beam," Deep Sea Research (in prep).

133




22.

23.

24.

25.

26.

27.

28.

29.

30.

31

C. de Moustier and D. Alexandrou, "Angular dependence of 12 kHz seafloor
acoustic backscatter,” J. Acoust. Soc. Am. (in press).

W. S. Hodgkiss and D. Almagor, "Oceanic reverberation time series synthesis,"
IEEE J. Oceanic Eng. (in press).

G. E. Updegraff and V. C. Anderson, "Bubble noise and wavelet spills recorded
one meter below the ocean surface," J. Acoust. Soc. Am. (in press).

J-M. Q.D. Tran and W. S. Hodgkiss, "Experimental observation of temporal
fluctuations at the output of the conventional matched-field processor,”" J.
Acoust. Soc. Am. (in press).

G. E. Updegraff and V. C. Anderson, "Ar instrument for the in situ measurement
of sea surface noise from a depth of one meter under low wind conditions," J.
Acoust. Soc. Am. (in press).

S.C. Webb and J.A. Hildebrand, "Seafloor compliance c;bsewed by long pressure
and displacement measurements,’ J. Geophys. Res. (in press).

J.S. Jaffe, "Performance characterization of underwater imaging systems," IEEE J.
Oceanic Eng. (Previously submitted to Appl. Optics) (in press).

J-M. QD. Tran and W. S. Hodgkiss, "Subaperture beamforming of large aperture
vertical line arrays," IEEE J. Oceanic Engineering (submitted).

J.S. Jaffe and C. Dunn, "A model-based comparison of underwater imaging
systems," Ocean Optics IX (submitted).

P. T. C. Hammer, J. A. Hildebrand, and R. L. Parker, "Gravity inversion using
seminorm minimization: Density modeling of Jasper Seamount,” Geophysics
(submitted).

Scripps Institution of Oceanography Reference Series

Richard L. Culver, "Localizing and beamforming freely-drifting VLF acoustic
sensors,” SIO Reference 88-16, Scripps Institution of Oceanography, San Diego,
CA (1988). Ph.D. Dissertation.

G. E. Updegraff, "In Situ investigation of sea surface noise from a depth of one
meter," SIO Reference 89-21, Scripps Institution of Oceanography, Marine
Physical Laboratory, San Diego, CA (1989). Ph.D. Dissertation.

Anthony E. Schreiner, "Observations of seafloor ambient noise with an ocean
bottom seismometer array,” SIO Reference 89-27, Scripps Institution of

Oceanography, Marine Physical Laboratory, San Diego, Calif. (1989). Ph.D.
Dissertation.

Jeffrey Thomas Sherman, "Observations of fine-scale vertical shear and strain
in the upper ocean," SIO Reference 89-11, Scripps Institution of Oceanography,
San Diego, CA (1989). Ph.D. Dissertation.

134




David Almagor, "Least squares adaptive and Bayes optimal array processors for
the active sonar problem,” SIO Reference 89-16, Scripps Institution of
Oceanography,, San Diego, California (1989). Ph.D. Dissertation.

J-M Q. D. Tran, "Approaches to the processing of data from large aperture
acoustic vertical line arrays,” SIO Reference 90-21, Scripps Institution of
Oceanography, Marine Physical Laboratory, San Diego, CA (1990). Ph.D.
Dissertation.

Technical Memorandums

G. L. D'Spain, R. L. Culver, W. S. Hodgkiss, and G. L. Edmonds, "Freely drifting
Swallow float array: April 1987 trip report," MPL TM-397, Marine Physical
Laboratory, Scripps Institution of Oceanography, San Diego, CA (1987).

R. L. Culver, W. S. Hodgkiss, G. L. Edmonds, and V. C. Anderson, "Removing
resonant oscillation from Swallow float data,” MPL TM-395, Marine Physical
Laboratory, Scripps Institution of Oceanography, San Diego, CA (1987).

G. L. D'Spain, R. L. Culver, W. S. Hodgkiss, and G. L. Edmonds, "Freely drifting
Swallow float array: May 1987 trip report,” MPL TM-402, Marine Physical
Laboratory, Scripps Institution of Oceanography, San Diego, CA (1988).

R. K. Brienzo, "Iterative method for the estimation of shot and sea floor depths
using hydrophone streamer data,” MPL TM-398, Marine Physical Laboratory,
Scripps Institution of Oceanography, San Diego, California (1988).

R. L. Culver, W. §. Hodgkiss, G. L. Edmonds, and V. C. Anderson, "Low frequency
oscillation in 1986 Swallow float data," MPL TM-394, Marine Physical
Laboratory, Scripps Institution of Oceanography, San Diego, CA (1988).

G. D'Spain and W. S. Hodgkiss, "Comparison of Swallow float ocean bottom
seismometers and sonobuoy data in the VLF band,” MPL TM-404, Marine
Physical Laboratory, Scripps Institution of Oceanography, San Diego, CA (1988).

C. de Moustier, R. M. Lawhead, and J. Pinpin, "Post processing software tools

for Sea Beam complex acoustic data," MPL TM-406, Marine Physical Laboratory,
Scripps Institution of Oceanography, San Diego, CA (in prep).

135




136




Chief of Naval Resenrch
Department of the Navy
Arlington, Virginia 22217-5000

Code 12, 122(2), 125

1121, 112, 122,

1123, 1128, 1128 OA,

1128 GG, 23

ONRDET

Stennis Spnce Center

Bay St. Louis, Mississippl 39529-5004
Code 125

Commander

Naval Sea Systems Command

Washington, D. C. 20362
Code 63DB, 933A

Commanding Officer

Naval Ocean Research and
Development Activity

Stennis Space Center

Bay. St. Louls, Mississippi 39529-5004
Code 100, 110, 300, 330,
200, 220, 240, 250, 270,
320, 360, 350

Commander

US. Naval Oceanographic Office

NSTL Station

8ay St. Louis, Mississippi 39522-5004
Atten: Rill Jobst

Assistant Secretary of the Navy
(Research Engineering 8 Systems)
Department of the Navy
Washington, D. C. 20350

Defense Advanced Res. Froj. Agency

TTO - Tactical Technology Office

1400 Wilson Boulevard

Arlington, Virginia 22209.2308
Atten: John N. Entzminger

National Oceanic & Atmospheric
Administration

QOcean Engineering Office

6001 Executive Boulevard

Rockville, Maryiand 20852

Commnander

Space and Naval Warfare
Systems Command

Washington, D, C. 20360-5100
Code P'MW- (80T, PMW.- 180-5

Commander
Naval Ship Res. & Dev. Center
Bethesdn, Maryiand 20084

Executive Secretnry

Naval Studies Board

National Academy of Sciences
2101 Constitution Avenue, N.W,
Washington, D.C. 20418

Director

Strategic Systems Proj Ofc.

Departmant of the Navy

Washington, D. C. 20361
Code NSP-20

Commander
Naval Ocean Systems Center
San Diego, California 92152
Code 0N, 01, 16, 94,
S4, S41, 605, 71, 72, 701

Commander

Submarine Development Group ONE
139 Sylvester Road

San Diego, Californin 92106

Commanding Officer

Civil Engineering Laboratory

Navel Construction Battalion Center

Port Hueneme, California 93043
Code L40, 142

Commanding Officer

Naval Underwater Systems Center

Newport, Riinde isiand 20844
Atten: E.L. Sullivan

Officer in Charge

Naval Underwater Systems Center

New London Lahoratory

New Londnn, Connecticut 0R320
Code 90}, 905, 910, 930, 960

Dlrector of Research
U.S. Naval Research Laboratory
Washington, D. C. 2037S

Code 2620, 2627, 5000, 5100, 5800

Of(licer in Charge

Naval Surface Warlfare Center

10901 New Hampshire Avenue

White Onk Lahoratory Detachment

Sliver Spring, Maryland 20903-5000
Attn; £232 Tach Library

Commanding Offlcer
Naval Coastal Systems Laboratory
Panama City, Florida 32401

STOIAC

Battelle Columbus Laboratories
508 King Avenue

Columbus, Ohlo 43201

Commander

Naval Air Systems Command

Washington, D. C. 20361
Code 370

Commanding Officer

U.S. Naval Alr Development Center
Attention: Bruce Steinberg
Warminister, Pennsylvania 18974

Director

Defense Documentation Center
(TIMA), Cameron Station

5010 Duke Street

Alexandria, Virginia 22314

Institute for Defense Annlyses
1801 North Beaugard Streat
Arlington, Virginia 22311

Superintendent
U.S. Naval Postgraduate Schaol
Monterey, California 93940

Chief Scientist

Navy Underwater Sound Reference Div.
11.S. Naval Research Laboratory

PO. Rox 8337

Orlando, Florida 32806

August 1989

ONR/MPL GENERAL DISTRIBUTION LIST

Supreme Allied Commander

U.S. Atinntic Tleet

ASW Resenrch Center, AFO

New York, New York 09019
Vin: ONR 100 M, CNO OF0920D1,
Secretarint of Military,
information Control, Committee

Director

Inctittite of Marine Scinrnce
University of Alaskn
Fairboanks, Alaska 99701

Director

Applied Physics Laborntory

Johns Hopkins University

Johns Hopkins Road

Laurel, Muryland 20810
Attenr J. R Aunstin

Director

College of Engineering
Department of Ocenn Engineering
Florida Atlantic niversity

Boca Raton, Floridn 33431

Director

Marine Research Lahoeataries
c/o Marine Studies Center
University of Wisconsin
Madison, Wisconsin 53706

Director

Applied Resenrch Laboratory
Pannsylvania State University

P O. Box 30

State College, Pennsylvania 16802

Director

Applied Physics | aboratory
University nf Washington
1013 NE 40th Street
Senttle, Washington 98195

Director

The Univ of Te<as nt Austin
Applied Research Laboratory
P.0. Box 8029

Austin, Texas 78712

Director
Lamont-Dolerty Geological Observatory
Torrey Cliff

Palisades, New York 10964

Director
Woods Hnle Ocennographic Institutinn
Wonds Hole, Massachusetts 02543

Director

Inst. of Ocean Science Enginesring
Catholic University of America
Washington. DC. 20017

National Science Fonundation
Ocean Sciences Divisinn
Washington, D C. 20550

Office of Naval Resenrch
Resident Representative

c/o Univ of California, San Diego
Mml Code Q023

La Jolla, California 92093

University of Californin, San Diego
Marine Physical Laboratory

Rranch Office

La Jolla, California 92093




